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I Introduction

These lecture notes form the cornerstone between two areas of
Mathematics: calculus of variations and conformal invariance

theory.

Conformal invariance plays a significant role in many areas of
Physics, such as conformal field theory, renormalization theory,

turbulence, general relativity. Naturally, it also plays an im-
portant role in geometry: theory of Riemannian surfaces, Weyl

tensors, Q-curvature, Yang-Mills fields, etc... We shall be con-
cerned with the study of conformal invariance in analysis. More
precisely, we will focus on the study of nonlinear PDEs aris-

ing from conformally invariant variational problems (e.g. har-
monic maps, prescribed mean curvature surfaces, Yang-Mills

equations, amongst others).
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II Conformal transformations - some funda-

mental results.

Conformal invariance is a universal property. A transformation

is called conformal when it preserves angles infinitesimally, that
is, when its differential is a similarity at every point. Unlike in

higher dimensions, the group of conformal transformations in
two dimensions is very large ; it has infinite dimension. In fact,

it contains as many elements as there are holomorphic and an-
tiholomorphic maps. This particularly rich feature motivates us
to restrict our attention on the two-dimensional case. Although

we shall not be concerned with higher dimension, the reader
should know that many of the results presented in these notes

can be generalized to any dimension.

Definition II.1. A C1 map u between two riemannian man-

ifolds (Mm, g) and (Nn, h) is said to be conformal if at every
point p ∈ Mm dup is a composition of isometries from TpM

m

into dup(TpM
m) and dilations. This is equivalent to

∀ p ∈Mm ∀X, Y ∈ TpM
m < dup ·X, dup · Y >h |X|g|Y |g

= |dup ·X|h |dup · Y |h < X, Y >g

(II.1)
Where < ·, · >g and < ·, · >h denotes respectively the scalar

products g on TpM
m and h on dup(TpM) C Tu(p)N

n. ✷

Lemma II.1. A map u is conformal if and only if there exists

a function λ on Mm such that

∀ p ∈Mm ∀X, Y ∈ TpM
m (II.2)

< dup ·X, dup · Y >h= e2λ(p) < X, Y >g

λ(p) is called the conformal factor at p. ✷

This result comes from the following Lemma in linear algebra.
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Lemma II.2. Let A ∈ L(Rm,Rn) the space of linear maps
from Rm into Rn

Assume that A 6= 0. Then

∀X, Y ∈ Rm < X, Y >Rm= 0 (II.3)

=⇒ < AX,AY >Rn= 0

Where <,>Rk denotes the canonical scalar product on the eu-
clidian space Rk if and only if there exists λ ∈ R such that

∀X, Y ∈ Rm < AX,AY >Rn= e2λ < X, Y >Rm (II.4)

Proof of Lemma II.2

We assume II.2

Let X ∈ Rm , X 6= 0 We introduce Lx Rm −→ Rn given by

∀y ∈ Rm LXY : = < AX,AY >Rn −| AX |2
| X |2 < X, Y >Rm

Denote (X)⊥ the subspace of Rm made of Vectors Y orthgonal

to X. We have


















LXX = 0

LX(X)⊥ = 0

RX ⊕ (X)⊥ = Rm

This clearly implies that LX ≡ 0

For any X and Y in Rm \ {0} we then have











< AX,AY >Rn=
| AX |2
| X |2 < X, Y >Rm

< AX,AY >Rn= |AY |2
|Y |2 < X, Y >Rm

(II.4b)
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this implies

∀X, Y ∈ Rm \ {0} | AX |2
| X |2 < X, Y >Rm=

| AY |2
| Y |2 < X, Y >Rm

(II.5)
if < X, Y > 6= 0 then we have

| AX |
| X | =

| AY |
| Y | (II.6)

if < X, Y >= 0 and X 6= 0 and Y 6= 0

Let Z = X+Y
2 < X,Z > 6= 0 and < Y, Z > 6= 0

and from (II.5) we deduce

| AX |
| X | =

| AZ |
| Z | =

| AY |
| Y |

Hence (II.6) holds for any pair of vectors in Rm \ {0} and since

A 6= 0 |AX |
|X | = eλ for some λ ∈ R

This implies (II.4) .

It is clear that (II.4) implies (II.3) and we have proved then
Lemma II.2 . ✷

Famous conformal transformations are given by the holomorphic
or the antiholomorphic maps from a domain C C into C. This
characterizes uniquely the conformal transformations from a 2-

dimentional domain of C into C. We have indeed the following
result.

Proposition II.1. Let u be a C1 map from a connected domain
U of C into C. U is conformal if and only if on U one has
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either ∂zu =
1

2
(∂x1u− i∂x2u) ≡ 0 (II.7)

or ∂z̄u =
1

2
(∂x1u+ ix2u) ≡ 0 (II.8)

✷

Proof of Proposition II.1

Because of (II.1) a map u from a 2-dimensional domain U of
C into a manifold (Nn, h) is conformal if and only if one has







< ∂x1u, ∂x2u >h= 0

| ∂x1u |h=| ∂x2u |h
(II.9)

in the case of U : U C C −→ C a direct computation gives

∂u

∂z

∂ū

∂z
=

1

4
[(∂x1u1 + ∂x2u2) + i (∂x1u2 − ∂x2u1)]

[(∂x1u1 − ∂x2u2)− i (∂x2u1 + ∂x1u2)] (II.10)

=
1

4

[

| ∂x1u |2 − | ∂x2u |2 −2i < ∂x1u, ∂x2u >
]

where < ·, · > denotes the scalar product in C. Observe that
the quadratic 1− 0⊗ 1− 0 form Φ(u) given by

Φ(u) =
∂u

∂z

∂ū

∂z
dz ⊗ dz

is invariant under holomorphic change of coordinates:
for w(z) satisfying ∂z̄w = 0 one has locally away from zeros

of w′

φ(u) =
∂u

∂w

∂ū

∂w
dw ⊗ dw
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This form is called the Hopf differential of the mapping u. From
(II.10) one sees that u is conformal if and only if

∂zu ∂zū = 0

2

which means that either u is antiholomorphic ,∂zu = 0,
or u is holomorphic, ∂zū = 0. Which proves proposition II.1. ✷

Thus in two dimension the space of conformal transformations
is infinite dimensional. The space of conformal maps from 2

dimensions into 3 or higher dimensions is even ”bigger” in the
sense that it contains non analytic mappings. We shall see for in-

stance in section V that anyW 2,2 graph in R2×R possess locally
a conformal parametrization. Looking now at transformations
(diffeomorphisms) in dimension larger than 2 the constraint of

being conformal is suddenly even more rigid and reduces to a
finite dimensional group.

Precisely we have the following theorem which was first proved
for smooth conformal transformation of R3 by Joseph Liouville

around 1850.

Theorem II.1. Let n > 3 and an open connected set of Rn.

Any conformal smooth map (at least W 1,n
loc (U)) from into Rn is

of the form

u(x) = a+ α
P (x− x0)

| x− x0 |δ
Where a ∈ Rn\V , α ∈ R, P ∈ O(n), the space of orthogonal
matrices, and δ is either 0 or 2. ✷

2More generally for a map u going from a riemann surface Σ into a riemannian manifold
(N, h) the cancellation of the intrinsic 1− 0⊗ 1− 0
Hopf diffenrential given in local holomorphic coordinates z = x1 + ix2 by

φ(u) =
[

| ∂x1
u |2h − | ∂x2

u |2 −2i < ∂x1
u, ∂x2

u >h

]

dz ⊗ dz

characterizes the conformality of u.
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In other words u is either constant or is the translation of the
composition of an isometry with a dilation or the composition

of an inversion, an isometry and a dilation. Regarding the as-
sumption on the regularity, there is a weak formulation for being

conformal (see [Iwaniez Martin]) which permits to consider the
conformal condition for W 1,1 maps from Rn into Rn.
Iwaniez and Martin proved that the rigidity result given by

Liouville Theorem still holds for W 1,p(U ,Rn) maps when p > n
2

and n is even and they provided counterexamples to Liouville

Theorem in W 1,p(U ,Rn) for any p < n
2 . Whether the threshold

n
2 holds also for n odd is still open. We shall give a

Proof of Theorem II.1 for u being a C4 diffeomorphism. In
order to do so we shall first prove the following Lemma.

Lemma II.3. Let UCRn be open and u be a C4 conformal

diffeomorphism from U into u(U)CRn then there exists A and
B in R such that

∀x ∈ U ∀X, Y ∈ Rn

< dux ·X, dux · Y >=
1

(A | x− x0 |2 +B)2
< X, Y >

where < ·, · > denotes the canonical scalar product in Rn. ✷

Proof of Lemma II.3

Denote eλ =| ∂u
∂xi

| for any i = 1...n

By assumption e−λ ∂u
∂xi

forms an orthonormal basis of Rn. Thus

there exist coefficients Xj
ki ∈ C2(U) such that

∂2u

∂xk∂xi
=

n
∑

j=1

Xj
ki e−λ

∂u

∂xj
(II.11)

We have with those notations for any choice of i, j, k ∈ {1...n}
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∂

∂xk
(e2λδij) =

∂

∂xk
<
∂u

∂xi
,
∂u

∂xj
>

= Xj
ki e

λ +X i
kj e

λ

From this identity we deduce
∀ i, j, k ∈ {1...n}

Xj
ik = δij

∂λ

∂xk
eλ + δjk

∂λ

∂xi
eλ − δik

∂λ

∂xj
eλ

(II.12)

Combining (II.11) and (II.12) for a pair of indices























∂2u

∂xk∂xi
=

∂λ

∂xk

∂u

∂xi
+
∂λ

∂xi

∂u

∂xk
∀k 6= i

∂2u

∂xi
2 = 2

∂λ

∂xi

∂u

∂xi
−

n
∑

j=1

∂λ

∂xj

∂u

∂xj
∀i

(II.13)

Multiplying the first line of (II.13) by e−λ and taking the ∂
∂xj

derivative gives

∂e−λ

∂xj

∂2u

∂xk∂xi
+ e−λ

∂3u

∂xk∂xi∂xj
+

∂2e−λ

∂xj∂xk

∂u

∂xi

+
∂e−λ

∂xk

∂2u

∂xi∂xj
+
∂e−λ

∂xi

∂2u

∂xk∂xj
= 0

(II.14)
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Exchanging the role of i and j assuming moreover that j 6= k and
subtracting to (II.14) the corresponding identity for the triplet

(j, i, k) instead of (i, j, k) gives

∂2e−λ

∂xj∂xk

∂u

∂xi
− ∂2e−λ

∂xi∂xk

∂u

∂xj
= 0 (II.15)

We are assuming that n > 3 hence, for any pair i 6= k there
exists a j 6= k and j 6= i. Applying (II.15) to this triplet and

since ∂u
∂xi

and ∂u
∂xj

are linearly independent we obtain in particular

∀ i 6= k
∂2e−λ

∂xi∂xk
= 0 (II.16)

We can exchange the role played by the canonical basis with any

orthonormal basis of Rn. Hence, considering the bilinear form
given by the Hessian of e−λ, we have proved that

U⊥V =⇒ d2e−λ(U, V ) = 0 (II.17)

For any U 6= 0 we introduce LU ∈ (Rn)∗ given by

∀V ∈ Rn LU(v) : = d2e−λ(U, V )−d
2e−λ(U, U)

| U |2 < U, V >

From (II.16) we have that LU is identically zero on U⊥ and that

LU(U) = 0 thus for any U ∈ Rn LU ≡ 0 i.e.

∀U ∈ Rn ∀V ∈ Rn d2e−λ(U, V ) =
d2e−λ(U, U)

| U |2 < U, V >

Arguing as in the end of the proof of Lemma II.3 gives the
existence of f ∈ C1 such that

∀U, V ∈ Rn d2e−λ(U, V ) = f < U, V >

and

f =
∂2e−λ

∂x2i
∀ i = 1...m
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Let k ∈ {1, ..., n} and choose i 6= k, using (II.16)

∂f

∂xk
=

∂

∂xi

(

∂2e−λ

∂xi∂xk

)

= 0

f is therefore constant on the domain U and we finally easily
deduce the existence of two real constants A and B and a vector
x0 ∈ Rn such that

e−λ = A | x− x0 |2 +B
which concludes the proof of the Lemma II.3 ✷

Proof of Theorem II.1 Since U is assumed to be a diffeo-
morphism we have

∀y ∈ u(U) u ◦ u−1(y) = y

taking the differential gives

∀y ∈ u(U) duu−1(y) ◦ du−1
y = In

Where In is the identity matrix on Rn

For any pair of vectors Y and Y ′ in Rn, using Lemma II.3, we

then have denoting x = u−1(y)

< Y, Y ′ > =< dux · (du−1
y · Y ), dux · (du−1

y Y ′) >

=
1

(A | x− x0 |2 +B)2
< du−1

y · Y, du−1
y Y ′ > (II.18)

Since u is conformal, u−1 is also conformal and there exists

C,D ∈ R and y0 ∈ Rn s.t.

∀y ∈ u(U) < du−1
y Y, du−1

y′ Y
′ >=

1

(C | y − y0 |2 +D)2
< Y, Y ′ >

(II.19)
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Combining (II.18) and (II.19) implies that

∀x ∈ U (A | x− x0 |2 +B)(C | u(x)− y0 |2 +D) ≡ 1

(II.20)
As a consequence of (II.20) we obtain in particular that the

image of a sphere of radius R centered at x0 and included in U
is contained in a sphere of center y0 and radius ρ such that

cρ2 +D =
1

AR2 + B

(Applying the same argument to u−1 gives that

u(∂BR(x0)) = ∂Bρ(y0))
Let V0 be a unit vector of Rn and consider the line passing by
n0 and oriented along V0. Its parametric equation is given by

x(t) = tV0+x0. Since U is conformal and since it is sending the
sphere centered at x0 onto the spheres centered at

y0, y(t) = U(x(t)) is then a path that remains orthogonal to this
foliation of spheres and it has to be then contained is a straight

line passing by y0.
∀s, < τ s.t. y(t) ∈ u (U) for t ∈ [s, τ ] we have

| y(τ)− y(s) |=
∫ τ

s

| ẏ | (+)dt =

∫ τ

s

eλ | ẋ | dt

=

∫ τ

s

1

A | x− x0 |2 +B
| ẋ | dt

=

∫ τ

s

dt

At2 + B
(II.21)

Combining (II.20) and (II.21) we have

C

(
∫ τ

s

dt

At2 +B

)2

+D =
1

A | τ − s |2 +B
(II.22)
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If neither A = 0 nor B = 0

The left-hand side defines a transcendental function of τ for a
fixed s whereas the right-hand side is a rational fraction. This

is a contradiction therefore either A = 0 or B = 0

First Case A=0

In this case we have

∀ i, j = 1...n <
∂u

∂xi
,
∂u

∂xj
>=

1

B
δij

Using (II.13) we deduce that for any i, k ∈ {1...n}

∂2u

∂xi∂xk
= 0

Hence U is affine and conformal therefore there exists

S ∈ R+O(n) and y0 ∈ u(U) s.t. u(x) = S(x− x0) + y0

This proves the theorem in this case.

Second case: B=0

Introduce for y ∈ Rn

v(y) :=
y − x0

| y − x0 |2
+ x0

V is conformal therefore u ◦ v is conformal too
∀Y, Y ′ ∈ Rn ∀y ∈ v−1(U) we have

< d(u ◦ v)y · Y, d(u ◦ v)yY ′ >

=
1

A | v(y)− x0 |2)2
< dvyY, dvyY

′ >

=
1

A2 | v(y)− x0 |4
1

| y − x0 |4
=

1

A2
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u ◦ v satisfy then the conditions of the first case we just consid-
ered and we deduce the existence of y0 ∈ Rn and S ∈ R+O(n)

∀y ∈ v−1(U) u ◦ v(y) = S(y − x0) + y0

= S
v(y)− x0

| v(y)− x0 |2
+ y0

Substituting x = v(y) in the previous identity we obtain the de-

sired result in this second case too and the theorem is proved. ✷

In the last part of this section we study another rigidity results
regarding conformal diffeomorphisms of the disc D2. We are

going to prove the following theorem.

Theorem II.2. Let u be a positive conformal diffeomorphism

of the disc D2. Then there exists θ ∈ R and a ∈ C with | a |<|
such that

u(z) = eiθ
z − a

1− āz
(II.23)

✷

The set of positive conformal diffeomorphisms of the disc real-

izes a finite dimensional subgroup for the composition and is
called the Möbius group of D2. We shall denote it by M+(D2).

In order to prove theorem II.7 we shall first establish the

following Lemma

Lemma II.4. (Schwarz lemma) Let u be a holomorphic map
from the disc D2 into D2 and such that

u(0) = 0

then
| u(z) |6| z | on D2. (II.24)
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✷

Proof of Lemma II.4

Since u(0) = 0 we can define v(z) = u(z)
z which is holomorphic

and hence harmonic. On the disc D2 we have

∆ | v |2= 2 | ∇v |2> 0 (II.25)

Moreover since u(D2)C D2 | u |6| on D2 thus

| v |26 1 on ∂D2 (II.26)

Combining (II.25), (II.26) together with the maximum principle

gives
| v |26 1 on D2

which implies (II.24) and Lemma II.8 is proved. ✷

Proof of theorem II.2
Since u is a conformal positive diffeomorphism of the disc D2

we obtain from proposition (II.1) that u is holomorphic. u−1

satisfies also the positivity and conformality condition therefore
it is also holomorphic.

First we assume that u(0) = 0 (and hence u−1(0) = 0) we

can then apply Lemma II.8 to both u and u−1. This gives

∀z ∈ D2 | z |=| u ◦ u−1(z) |6| u−1(z) |6| z |

This series of inequalities is then an equality and this implies

∀z ∈ D2 | u(z) |=| z | (II.27)

v(z) := u(z)/z is holomorphic and has a constant modulus.
Therefore there exists θ ∈ R such that

u(z)

z
= v(z) ≡ eiθ
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This proves the theorem under the assumption that u(0) = 0.
Proof of the theorem in the general case. For a ∈ C and

| a |< 1 we define

va(z) =
z − a

1− āz
| va(z) |26 1 ⇐⇒ | z − a |26| 1− āz |2

⇐⇒ (1− | a |2) | z |26 1− | a |2
⇐⇒ | z |26 1

Thus va is a holomorphic map from D2 into D2.

∀z ∈ D2 v−a ◦ va(z) =
z−a
1−āz + a

1 + ā z−a
1−āz

=
z− | a |2 z
1− | a |2 = z

This implies that va is bijective and the inverse of va is given by

v−a. Moreover the differential of va nowhere degenerates, thus
va ∈ M+(D2). Observe that v−a(0) = a. Let u ∈ M+(D2)
and let a := u−1(0)

u ◦ v−a(0) = 0

Applying the first part of the proof to u ◦ v−a(z) we deduce the

existence of θ ∈ R such that

u ◦ v−a(z) = eiOz

this implies (II.23) and theorem II.7 is proved. ✷
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III Elementary Differential geometry of sur-

faces.

IV Some fundamental results in functional

analysis.

IV.1 Weak Lp-Spaces, Lorentz Spaces and improved
Sobolev Embeddings.

V The parametric Plateau problem.

V.1 Introduction to the parametric Plateau problem.

The first historical instance in which calculus of variations en-
countered conformal invariance took place early in the twentieth

century with the resolution of the Plateau problem. Originally
posed by J.-L. Lagrange in 1760, it was solved independently

over 150 years later by J. Douglas and T. Radó. In recognition
of his work, the former was bestowed the first Fields Medal in
1936 (jointly with L. Alhfors).

Plateau Problem. Given a jordan curve Γ in Rm, that is an
injective continuous image of S1, does there exist an immersion

u of the unit-disk D2 such that ∂D2 is homeomorphically sent
onto Γ by u and for which u(D2) has a minimal area in the class
of such immersions ?

The most natural approach for solving the Plateau problem
would be to consider the direct minimization of the area func-

tional of C1 immersions u from the disc D2 into Rm, sending it’s
boundary homeomorphically into Γ, and given explicitly by

A(u) =

∫

D2

|∂xu ∧ ∂yu| dx ∧ dy .

where, for any pair of vector a and b in Rm, a ∧ b denotes the
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2− vector3 of ∧2Rm obtained by wedging a and b.

This natural approach however has little chance of success

since the area A(u) does not control enough of the map : in other
words it is not enough coercive. This observation is first the con-
sequence of the huge invariance group of the Lagrangian A : the

space of positive diffeomorphisms of the disc D2 : Diff+(D2).
Indeed, given two distinct positive parametrizations (x1, x2)

and (x′1, x
′
2) of the unit-disk D2, there holds, for each pair of

functions f and g on D2, the identity

df ∧ dg = (∂x1f∂x2g − ∂x2f∂x1g) dx1 ∧ dx2

=
(

∂x′1f∂x′2g − ∂x′2f∂x′1g
)

dx′1 ∧ dx′2 ,

so that, owing to dx1 ∧ dx2 and dx1 ∧ dx2 having the same sign,

we find

|∂x1f∂x2g−∂x2f∂x1g| dx∧dy = |∂x′1f∂x′2g−∂x′2f∂x′1g| dx′1∧dx′2 .

This implies that A is invariant through composition with pos-
itive diffeomorphisms. Thus if we would take a minimizing se-

quence un of the area A in the suitable class of immersions we
can always compose this minimizing sequence with a degenerat-

ing sequence ψn(x, y) ∈ Diff+(D2) in such a way that un ◦ ψn
would for instance converge weakly to a point !

Despite this possible degeneracy of the parametrisation, an-

other difficulty while minimizing directly A comes from the little

3If εi denotes the canonical basis of Rm and if a =
∑m

i=1 ai εi (resp. b =
∑n

i=1 bi)

a ∧ b :=
∑

i<j

[ai bj − aj bi] epi ∧ εj

and in particular, for the scalar product on ∧2Rm induced by the canonical scalar product
on Rm

|a ∧ b|2 =
∑

i<j

|ai bj − aj bi|2
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control it gives on the image itself un(D
2). Starting from some

given minimizing sequence un, one could indeed always mod-

ify un by adding for instance tentacles of any sort filling more
and more the space but without any significant cost for A(un)

and keeping the sequence minimizing. The ”limiting” object
limn→+∞ un(D

2) would then be some ”monster” dense in Rm.

In order to overcome this lack of coercivity of the area la-

grangian A, Douglas and Radó proposed instead to minimize
the energy of the map u

E(u) =
1

2

∫

D2

|∂xu|2 + |∂yu|2 dx ∧ dy .

In contrast with A, E has good coercivity properties and lower
semicontinuity in the weak topology of the Sobolev spaceW 1,2(D2,Rm),

unlike the area One crucial observation is the following pointwise
inequality valid for all u dans W 1,2(D2,R3),

|∂xu× ∂yu| ≤
1

2

[

|∂xu|2 + |∂yu|2
]

a.e. in D2

and integrating this pointwise inequality over the disc D2 gives

A(u) ≤ E(u) ,

with equality if and only if u is weakly conformal, namely:

|∂xu| = |∂yu| et ∂xu · ∂yu = 0 a.e. .

The initial idea of Douglas and Radó bears resemblance to the
corresponding strategy in 1 dimension while trying to minimize

the length among all immersions γ of the segment [0, 1] joining
two arbitrary points a = γ(0) and b = γ(1) in a riemannian

manifold (Mm, g),

L(γ) :=

∫

[0,1]

|γ̇|g dt .
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The direct minimization of L is here also made difficult by the
existence of a huge non compact group of invariance for L : the

group of positive diffeomorphisms of the segment [0, 1] : for any
C1 function t(s) satisfying t′ > 0, t(0) = 0 and t(1) = 1 one has

L(γ ◦ s) = L(γ) .

The classical strategy to remedy to this difficulty is to minimize

instead the energy of the immersion γ

E(γ) :=

∫ 1

0

|γ̇|2g dt ,

in the spaceW 1,2([0, 1],Mm). The two lagrangians being related
by the following inequality for any immersion γ

L(γ) =

∫

[0,1]

|γ̇| dt ≤
[
∫ 1

0

|γ̇|2g dt
]1/2

with equality if and only if the curve is in normal parametrisa-
tion :

|γ̇|g = cte a.e

A classical results asserts that the minimization of E provides a

minimizer of L in normal parametrization.

Back to the two dimensional situation, in an ideal scenario,
one could then hope a symmetry between the one dimensional

and the two dimensional cases in which, normal parametrization
is replaced by conformal one, and to obtain, by minimizing E,

a minimizer of A in conformal parametrization. This is eventu-
ally what will happen at the end but the 2-dimensional situation
is analytically more complex and requires more work to be de-

scribed as we will see below.

In one dimension the Dirichlet energy E is invariant under a

finite dimensional group : the constant speed reparametrization.
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This is the main advantage of working with E instead of L.
Similarly, in two dimension, the energy functional E shares the

same advantage over the area functional A : while A is invariant
under the action of the infinite group of diffeomorphisms of D2

into itself, the Dirichlet energy is invariant under the group of
positive conformal diffeomorphism group of the disc, the Möbius
group M+(D2) which is 3 dimensional as we saw in the previous

subsection and given by the holomorphic maps of the form

f(w) := eiθ
w − a

1− aw

for some θ ∈ R and a ∈ D2.

This invariance of E under conformal transformations may

easily be seen by working with the complex variable z = x1+ix2.
Indeed, we note

∂z :=
1

2
(∂x1 − i∂x2)

et

∂z :=
1

2
(∂x1 + i∂x2)

so that du = ∂zu dz + ∂zu dz, and thus

E(u) =
i

2

∫

D2

|∂zu|2 + |∂zu|2 dz ∧ dz .

Accordingly, if we compose u with a conformal transformation,

i.e. holomorphic, z = f(w), there holds for ũ(w) = u(z) the
identities

|∂wũ|2 = |f ′(w)|2 |∂zu|2◦f and |∂wũ|2 = |f ′(w)|2 |∂zu|2◦f .

Moreover, dz∧dz = |f ′(w)|2 dw∧dw. Bringing altogether these

results yields the desired conformal invariance E(u) = E(ũ).

An heuristic argument shed some light on the reason to be-

lieve that the strategy of minimizing the energy E should pro-
vide a minimizer of A. Assuming one moment that we would
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have a smooth minimizer uΓ of the Dirichlet energy E among
our space of C1 immersions sending homeomorphically ∂D2 onto

the given Jordan curve Γ, then we claim that uΓ is conformal
and minimizes also A in the class. Indeed first, if uΓ would not

minimize A in this class, there would then be another immersion
v such that

A(v) < E(uΓ) .

Let g be pull-back metric on the disc D2, g := v∗gRm, where gRm

denotes the standard scalar product in Rm. The uniformization
theorem gives the existence of a diffeomorphism Ψ inDiff+(D2)

such that Ψ∗g is conformal :

e2λ [dx21 + dx22] = Ψ∗g = Ψ∗v∗gRm = (v ◦Ψ)∗gRm .

In other words we have that v ◦ Ψ is conformal therefore the
following strict inequality holds

E(v ◦Ψ) = A(v ◦Ψ) = A(v) < E(uΓ) ,

which is a contradiction.

For similar reasons uΓ has to be conformal. Indeed if this
would not be the case we would again find a diffeomorphism Ψ

such that uΓ ◦ Ψ is conformal and, under this assumption that
uΓ is not conformal we would have

E(uΓ ◦Ψ) = A(uΓ ◦Ψ) = A(uΓ) < E(uΓ) ,

which would be again a contradiction.

Of course this heuristic argument is based on the hypothe-

sis that we have found a minimizer and that this minimizer is a
smooth immersion, since we applied the uniformization theorem

to the induced metric u∗ΓgRm. In order to use the ”nice” func-
tional properties of the lagrangian E, as we mentioned above we

have to enlarge the class of candidates for the minimization to
the space of Sobolev maps in W 1,2(D2,Rm), continuous at the
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boundary, and sending ∂D2 monotonically onto Γ. This weak-
ening of the regularity for the space of maps prevents a-priori to

make use of the uniformization theorem to a weak object such
as u∗gRm. However, the following theorem of Morrey gives an

”almost uniformization” result that permits to overcome this
difficulty of the lack of regularity (see theorem 1.2 of [Mor1]
about ǫ−conformal parametrization)

Theorem V.1. [Mor1] Let u be a map in the Sobolev space

C0 ∩W 1,2(D2,Rm) and let ε > 0, then there exists an homeo-
morphism Ψ of the disc such that Ψ ∈ W 1,2(D2, D2),

u ◦Ψ ∈ C0 ∩W 1,2(D2,Rm) ,

and
E(u ◦Ψ) ≤ A(u ◦Ψ) + ε = A(u) + ε .

✷

The main difficulty remains to find a C1 immersion minimiz-
ing the Dirichlet energy E. Postponing to later the requirement
for the map u to realize an immersion of the disc, one could first

try to find a general minimizer of E within the class of Sobolev
maps in W 1,2(D2,Rm), continuous at the boundary, and send-

ing ∂D2 monotonically onto Γ. By monotonically we mean the
following relaxation of the homeomorphism condition - which is

too restrictive in the first approach.

Definition V.2. Let Γ be a Jordan closed curve in Rm, i.e. a

subset of Rm homeomorphic to S1, and let γ be an homeomor-
phism from S1 into Γ. We say that a continuous map ψ from S1

into Γ is weakly monotonic, if there exists a non decreasing con-
tinuous function τ : [0, 2π] → R with τ(0) = 0 and τ(2π) = 2π

such that
∀θ ∈ [0, 2π] ψ(eiθ) = γ(eiτ(θ)) .

✷
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We now give the class in which we will proceed to the mini-
mization argument. This is the following subset ofW 1,2(D2,Rm)

C(Γ) :=







u ∈ W 1,2 ∩ C0(D2,Rm) ; u|∂D2
∈ C0(∂D2,Γ)

and u is weakly monot. on ∂D2







One should stress the fact at this stage that the boundary data is
a ”free Dirichlet boundary” data in the sense that the value of u
on ∂D2 is not prescribed in a pointwise way but only globally by

requiring that u covers Γ monotonically on ∂D2. This large de-
gree of freedom is required in order to hope the parametrization

to adopt the conformal configuration - see proposition V.3 below
- but, in the mean time this is also all the source of our difficul-

ties. Indeed, in contrast with a ”classical” Dirichlet boundary
condition that would easily pass to the limit in the minimiza-

tion process due to the continuity of the trace operator from
W 1,2(D2,Rm) into H1/2(D2,Rm), the requirement in the”free
Dirichlet boundary” for u to be continous on ∂D2 for instance

does not a-priori pass to the limit4 since

W 1,2(D2,Rm) * C0(∂D2,Rm) . (V.1)

V.2 A proof of the Plateau problem for rectifiable curves.

We shall now give a proof of the existence of a minimizer under

the assumption that Γ has a finite length : in other words if γ
is an homeomorphism sending S1 onto Γ we assume that

L(Γ) := sup
t0=0<t1<···<tN=2π

N
∑

k=1

|γ(e2π i tk)− γ(e2π i tk+1)| < +∞

(V.2)

4Indeed for any 0 < α < 1/2 the map

z → | log |z − 1||α

is in W 1,2(D2) but is trace eiθ → | log |eiθ − 1||α is not bounded in L∞(∂D2).
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Such a Jordan curve is also simply called a rectifiable closed
curve5

Theorem V.2. [Douglas-Radó-Courant-Tonelli] Given a recti-

fiable closed curve Γ in Rm, there exists a minimum u for the
energy E within the space C(Γ) of W 1,2(D2,Rm) functions map-
ping the boundary of the unit-disk ∂D2 onto Γ continuously and

monotonically. Any minimum u of

min
u∈C(Γ)

E(u) (V.3)

satisfy
u minimizes A in C(Γ) ,

the following identities hold






∆u = 0 in D2

|∂x1u|2 − |∂x2u|2 − 2i < ∂x1u, ∂x2u >= 0 in D2 .

(V.4)
and moreover u is in C∞(D2, Rm) ∩ C0(D2,Rm) and it realizes
an homeomorphism from ∂D2 into Γ. ✷

Remark V.1. Assume u is an immersion, the harmonicity and

conformality condition exhibited in (V.4) compared with the for-
mula (???) imply that the mean curvature of u(D2) realizes a

minimal surface. This is not a surprise since u has to minimize
A too in the class C(Γ) and the expression of the first area vari-

ation (X.84) implies that the mean curvature of the immersion
has to vanish for such an area minimizing immersion.

In order to fully solve the Plateau problem it remains to study
whether the solutions given by the minimization problem (V.3)

5This condition is implies that the curve is rectifiable in classical Geometric measure

theory sense. Indeed one can pass to the limit in sequences of discretization of S1 and use
Federer-Fleming compactness theorem see[Fe]. The finite length condition of our Jordan
curve also characterized by H1(Γ) < +∞ where H1 denotes the 1-dimensional Hausdorff
measure in Rm - see [Fal] chapter 3.
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is an immersion or not. A first observation in this direction can
be made. The harmonicity of u (V.4) says that div(∇uk) = 0

on D2 for each component uk of u. Applying Poincaré lemma,
we can introduce the harmonic conjugates vk of uk satisfying

(−∂x2vk, ∂x1vk) = ∇⊥vk := ∇uk = (∂x1u
k, ∂x2u

k)

This implies that f k(z) := uk − ivk is holomorphic and

|f ′(z)|2 = 4−1 [|∂x1uk − ∂x2v
k|2 + |∂x2uk + ∂x1v

k|2] = |∇uk|2 .

Since u is conformal, it is an immersion at a given point (i.e
|du ∧ du| 6= 0) if and only if |∇u| 6= 0 which is then equiva-

lent to |f ′(z)| 6= 0. Since f ′(z) is also holomorphic, we obtain
that u is a-priori is an immersion away from isolated so called

branched points. In other words u is is what is called a branched
immersion.

Finally one has to study the possibility for the branch points
to exist or not. It is clear that in codimension larger than 1,
such a branch point can exist as one can see by taking a sub

part of a complex algebraic curve in R4 ≃ C2 such as

z → (z2, z3)

This disc is calibrated by the standard Kähler form of C2 and is
then area minimizing for its boundary data, the curve Γ given

by eiθ → (e2iθ, e3iθ).

In codimension 1, m = 3, however the situation is much more
constrained and the delicate analysis to study the possibility

of the existence of branched points is beyond the scope of this
chapter which is just intended to motivated the subsequent ones

on general conformally invariant variational problems. It has
been proved by R. Osserman that u has no interior true branched

point (see [Oss]) and by R.Gulliver, R.Osserman and H.Royden
that u has no interior false branched point neither (see [GOR]).
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Therefore, for m = 3, any minimizer u of (V.3) is an immersion
in the interior of D2. A thorough presentation of the Plateau

problem can be found for instance in [DHKW1] and [DHKW2].

We first establish some elementary properties of minimizers
of (V.3) assuming it exists. We are going to first establish (V.4)

postponing to later the existence question.

We have the following elementary proposition

Proposition V.1. Let u be the weak limit in W 1,2 of a min-
imizing sequence of E in C(Γ). Then u satisfies the Laplace
equation

∀ i = 1 · · ·m ∆ui = 0 in D′(D2) .

where ui are the components of u in Rm. ✷

Proof of proposition V.1.
Let un be a minimizing sequence. Modulo extraction of a

subsequence we can always assume that un weakly converges to
a limit u ∈ W 1,2(D2,Rm). Let φ ∈ C∞

0 (D2,Rm) be a smooth

function, compactly supported in D2.
It is clear that for every t ∈ R and for every n ∈ N

un + tφ ∈ C(Γ) .

Hence we have for any t ∈ R

inf
u∈C(Γ)

E(u) = lim
n→+∞

E(un) ≤ lim inf
n→+∞

E(un + tφ) . (V.5)

Observe that we have

E(un + tφ) = E(un)

+t

∫

D2

< ∇un · ∇φ > dx+
t2

2

∫

D2

|∇φ|2 dx
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Since un weakly converges to u in W 1,2(D2) we have
∫

D2

< ∇un · ∇φ > dx −→
∫

D2

< ∇u · ∇φ > dx .

This fact combined with the previous identity gives

lim
n→+∞

E(un + tφ) = inf
u∈C(Γ)

E(u)

+t

∫

D2

< ∇u · ∇φ > dx+
t2

2

∫

D2

|∇φ|2 dx .
(V.6)

the inequality (V.5) together with the identity (V.6) imply

∀ t ∈ R t

∫

D2

< ∇u · ∇φ > dx+
t2

2

∫

D2

|∇φ|2 dx ≥ 0

As a consequence of this inequality by dividing by |t| and making
t tend to zero respectively from the right and from the left we

have obtained

∀φ ∈ C∞
0 (D2,Rm)

∫

D2

< ∇u · ∇φ > dx = 0 . (V.7)

which is the desired result and proposition V.1 is proved. ✷

Observe that (V.7) is equivalent to

∀φ ∈ C∞
0 (D2,Rm)

d

dt
E(u+ tφ)|t=0

= 0 . (V.8)

This is the Euler-Lagrange equation associated to our vari-

ational problem, the Laplace equation in the present case, and
the proposition we just proved can be summarized by saying

that every weak limit of our minimizing sequence is a critical
point of the lagrangian for variations in the target : varia-

tions of the form u + tφ. In order to prove the second line of
(V.4), the conformality of u, we will exploit instead that the
minimizer u - once we will prove it’s existence - has to be a
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critical point for variations in the domain : variations of the
form u(id+tX) whereX ∈ C∞

0 (D2,R2). This condition is called

the stationarity condition : u satisfies

∀X ∈ C∞
0 (D2,R2)

d

dt
E(u(id+ tX))|t=0

= 0 . (V.9)

We shall now prove the following proposition.

Proposition V.2. A map u in W 1,2(D2,Rm) satisfies the sta-

tionarity condition (V.9) if and only if its Hopf differential

h(u) = H(u) dz ⊗ dz :=< ∂zu, ∂zu > dz ⊗ dz

= 4−1
[

|∂x1u|2 − |∂x2u|2 − 2 i < ∂x1u, ∂x2u >
]

dz ⊗ dz

is holomorphic. ✷

Remark V.2. The stationarity condition for general lagrangians
in mathematical physics, equivalent to the conservation law

∂zH(u) ≡ 0 (V.10)

for the Dirichlet energy- the so called σ−model - corresponds

to the conservation of the stress-energy tensor (see for
instance (2.2) in II.2 of [JaTa] for the Yang-Mills-Higgs la-

grangian). ✷

Proof of proposition V.2. We denote xt the flow associated to
X such that x(0) = x and X =

∑2
i=1X

i∂xi. With this notation

we apply the pointwise chain rule and obtain

∂xk(u(xt)) =
2
∑

i=1

∂xiu(xt) ∂xkx
i
t ,

which gives in particular
∫

D2

|∇(u(xt))|2 dx =

∫

D2

|∇u|2(xt) dx

+2 t

∫

D2

(∂xiu)(xt) (∂xju)(xt) ∂xiX
j dx+ o(t)

(V.11)
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where o(t) means Observe that for an L1 function f and any
φ ∈ C∞(D2) one has for t small enough, since X is compactly

supported in D2,
∫

D2

f(xt) φ(x) dx =

∫

xt(D2)

f(y) φ(x−1
t ) d(x−1

t (y))

=

∫

D2

f(y) (φ(x)− t∇Xφ+ o(t)) (1− t div X + o(t)) dy

Thus we obtain

d

dt

(
∫

D2

f(xt) φ(x) dx

)

= −
∫

D2

f(x) div(φ X) dx (V.12)

Hence we deduce from this identity and (V.11)

d

dt

(
∫

D2

|∇(u(xt))|2 dx
)

|t=0

= −
∫

D2

|∇u|2 div X dx+ 2

∫

D2

2
∑

i,j=1

∂xiu ∂xju ∂xiX
j dx

(V.13)

The assumption (V.9) is then equivalent to

∀ l = 1, 2
∂

∂xl
|∇u|2 − 2

2
∑

k=1

∂

∂xk

[

∂u

∂xk

∂u

∂xl

]

= 0 . (V.14)

This reads


















∂

∂x1

(

|∂x1u|2 − |∂x2u|2
)

+ 2
∂

∂x2

(

∂u

∂x1

∂u

∂x2

)

= 0

∂

∂x2

(

|∂x1u|2 − |∂x2u|2
)

− 2
∂

∂x2

(

∂u

∂x1

∂u

∂x2

)

= 0 ,

(V.15)

which is also equivalent to (V.10) and proposition V.2 is proved
✷.
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Remark V.3. There are situations when, for a Lagrangian L,
being a critical point for variations in the target - i.e. solu-

tion to the Euler Lagrange Equation -

∀φ ∈ C∞
0 (D2,Rm)

d

dt
L(u+ tφ)|t=0

= 0 ,

implies that you are automatically a critical point for variations

in the domain - i.e. solution to the stationary equation

∀X ∈ C∞
0 (D2,R2)

d

dt
L(u(id+ tX))|t=0

= 0 .

This happens in particular when the solution u of the Euler La-
grange equation is smooth. In that case indeed a variation of

the form u(id + tX) ≃ u(x) + t∇Xu + o(t2) can be interpreted
as being a variation in the target with φ of the form φ := ∇Xu.
However this is not true in general and there are situations

where weak solutions to the Euler Lagrange Equations do not
satisfy the stationarity condition (see [Riv]).

In our present case with the Dirichlet energy - i.e. L = E
- solutions to the Laplace equation are smooth and one obtains

(V.15) by multiplying ∆u = 0 respectively by ∂x1u and by ∂x2u.
✷

Remark V.4. This relation between the Euler Lagrange equa-
tion and the stationarity equation mentioned in the previous re-
mark V.3 shed also some lights on the reason why the station-

arity equation is related to the conservation of the stress energy
tensor. Take for instance the simplest system in classical me-

chanics of a single point particle of massm moving in a potential
V . The Lagrangian attached to this system is given by

L(x(s)) :=

∫

m
ẋ2(s)

2
− V (x(s)) ds

and the law of motion for this particle is given by the Euler-
Lagrange equation

mẍ(s) + V ′(x(s)) = 0
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Varitaions in the domain correspond to perturbation of the
form x(s + tX) ≃ x(s) + t ẋ(s) + o(t2). Multiplying the Euler

Lagrange equation by the infinitesimal perturbation ẋ(s) corre-
sponding then to the variation in the domain gives the station-

ary equation

0 = ẋ(s) [mẍ(s) + V ′(x(s))] =
d

ds

[m

2
ẋ2(s) + V (x(s))

]

which is nothing but the conservation of energy. ✷

We shall now exploit the specificity of the boundary condi-
tion imposed by the membership of the minimizer u of E in

C(Γ), whose existence is still assumed at this stage of the proof
in order to get more information on the Hopf differential and
the fact that H(u) is identically zero. This is the result of the

free Dirichlet condition we are imposing. By imposing a fixed
Dirichlet condition there would have been no reason for the holo-

morphic Hopf differential to be identically zero and hence the
minimizer u to be conformal. Precisely we are now going to

prove the following proposition.

Proposition V.3. Let u be a map in W 1,2(D2,Rm) satisfying

∀X ∈ C∞(D2,R2) s. t. X · x ≡ 0 on ∂D2

d

dt
E(u(id+ tX))|t=0

= 0 .
(V.16)

then

|∂x1u|2 − |∂x2u|2 − 2 i < ∂x1u, ∂x2u >≡ 0 on D2 .

✷

Proof of proposition V.3. Let X be an arbitrary smooth
vector-field on the disc D2 satisfying

X · x ≡ 0 on ∂D2 . (V.17)

32



Thus the flow xt of the vector-field X preserves D2 and (V.12)
still holds. Thus we have also (V.13). The stationarity assump-

tion (V.16) implies then

lim
r→1−

∫

B2
r (0)

[

−|∇u|2 div X + 2
2
∑

i,j=1

∂xiu ∂xju ∂xiX
j

]

dx = 0 .

(V.18)
We adopt for X the complex notation X := X1 + iX2 and we

observe that (V.18) becomes

lim
r→1−

∫

B2
r (0)

ℜ
[

H(u)
∂X

∂z

]

dx1 ∧ dx2 = 0 , (V.19)

which also reads

lim
r→1−

ℜ
(

i

2

∫

B2
r (0)

H(u)
∂X

∂z
dz ∧ dz

)

= 0 (V.20)

or equivalently

− lim
r→1−

ℜ
(

i

2

∫

B2
r (0)

H(u) dX ∧ dz
)

= 0 (V.21)

From proposition V.2 we know that H(u) is holomorphic and
then smooth in the interior of D2. We can then integrate by

part and we obtain

lim
r→1−

ℑ
(
∫

B2
r (0)

X dH(u) ∧ dz −
∫

∂B2
r (0)

X H(u) dz

)

= 0 .

(V.22)

But dH(u) ∧ dz = ∂zH(u) dz ∧ dz ≡ 0, thus we finally obtain

lim
r→1−

ℑ
(
∫

∂B2
r (0)

X H(u)(z) dz

)

= 0 . (V.23)

We choose the vector field X to be of the form X = iα z where
α(eiθ) is an arbitrary real function independent of |z| in the
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neighborhood of ∂D2 (the boundary condition (V.17) is clearly
satisfied with this choice). Observe that the restriction of dz =

d(r eiθ) to ∂B2
r(0) is equal to i eiθ r dθ = i z dθ. For this choice

of X, (V.23) becomes

lim
r→1−

ℑ
(
∫

∂B2
r (0)

α(θ) H(u)(z) z2 dθ

)

= 0 . (V.24)

Let z0 ∈ D2 and choose for α := G(θ, z0) the Poisson Kernel

such that, for any harmonic function f

f(z0) =

∫ 2π

0

G(θ, z0) f(e
iθ) dθ .

Since H(u) is holomorphic,H(u)(z) z2 is holomorphic and hence
harmonic onD2. This is also of course the case forH(u)(r z) r2 z2

for any 0 < r < 1. We then obtain from (V.24)

0 = lim
r→1−

ℑ
(
∫ 2π

0

G(θ, z0) H(u)(r eiθ) r2e2 i θ dθ

)

= lim
r→1−

ℑ(H(u)(r z0) r
2 z20) = ℑ(H(u)(z0) z

2
0) .

This holds for any z0 and therefore the holomorphic function
H(u)(z) z2, whose imaginary part vanishes, has to be identically

equal to a real constant :

H(u)(z) z2 ≡ c .

Since H(u) is holomorphic without pole at the origin, c has to
be equal to zero. We have then established that H(u) ≡ 0 on

D2 which concludes the proof of proposition V.3. ✷

We will now concentrate our efforts for proving the existence

of a minimizer of E in C(Γ). While taking a minimizing se-
quence un we have already explained the risk for the boundary

requirement un ∈ C0(∂D2,Γ) not to be preserved at the limit
do to the lack of Sobolev embedding (V.1).
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Another difficulty lies in the remaining degree of freedom
given by the invariance group of E on CΓ, the so called gauge

group of our problem, which is here the Möbius group M+(D2)
which is three dimensional as we saw in section 1. The problem

with this gauge group is non compact : by taking for instance a
sequence an ∈ D2 and an → (1, 0) the sequence of maps

ψn : z −→ z − an
1− anz

converges weakly to a constant map which is not in M+(D2)

anymore. Assuming we would have a sequence of minimizer un
converging to a solution of (V.3) and satisfying the conclusions

of theorem V.2, by composing un with ψn we still have a mini-
mizing sequence since E(un) = E(un ◦ψn). this new minimizing
sequence of E in C(Γ), un ◦ ψn, converges then to a constant

which cannot be a solution to the Plateau problem.
Thus all minimizing sequences cannot lead to a solution du

in particular to the existence of a non compact gauge group
M+(D2). This group however is very small (in comparison with

Diff+(D2) in particular).
In order to break this gauge invariance it suffices to fix the

images of 3 distinct points on the boundary. This is the three
point normalization method. Let P1, P2 and P3 in ∂D2 and
three points in Γ : Q1, Q2 andQ3 in the same order (with respect

to the monotony given by definition V.2) and we introduce the
following subspace of CΓ

C∗(Γ) := {u ∈ C(Γ) s.t . ∀ k = 1, 2, 3 u(Pk) = Qk} (V.25)

The following elementary lemma, whose proof is left to the

reader, garanties that

inf
u∈C(Γ)

E(u) = inf
u∈C∗(Γ)

E(u) . (V.26)
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Lemma V.1. Let P1, P2 and P3 be 3 distinct points on ∂D2

indexed in a trigonometric order then there is a unique element

f ∈ M+(D2),

f(z) = eiθ (z − a)/(1− az)

such that f(e2 i kπ/3) = Pk for k = 1, 2, 3. ✷

We are now going to prove the closure of C∗(Γ) for the
sequential weak W 1,2 topology. This closure implies the

existence of a minimizer of E in C∗(Γ) and hence in C(Γ) too.
Precisely we have the following theorem.

Lemma V.2. For any positive constant C ≥ infC∗(Γ)E(u), the

trace on ∂D2 of the subset of elements u in C∗(Γ) satisfying
E(u) ≤ C is equicontinuous. ✷

From an equicontinuous sequence one can always extract a

subsequence that uniformly converges (Arzelà-Ascoli’s theorem).
Hence one deduces from this lemma the following corollary.

Corollary V.1. Let un be a sequence in C∗(Γ) weakly converging
to a map u∞ in W 1,2 then u∞ is continuous and monotone on
∂D2. ✷

The main tool we shall use in order to prove the lemma V.2 is

an argument introduced in the framework of the Plateau prob-
lem by R. Courant. The argument is based on Fubini theorem
in order to extract a ”good slice”, an arc of circle on which the

energy is controlled and on which we can apply Sobolev embed-
ding which is better in this one dimensional curve than on the

whole 2-dimensional disc.

Lemma V.3. [Courant Lemma] Let u ∈ W 1,2(D2,Rm) and
let p ∈ ∂D2. For any 0 < δ < 1. Then there exists ρ ∈ [δ,

√
δ]

such that
∇u ∈ L2(∂Bρ(p) ∩D2) ,
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and

‖u(x)− u(y)‖2L∞((∂Bρ(p)∩D2)2) ≤
[

∫

∂Bρ(p)∩D2

|∇u| dθ
]2

≤ 4π

log 1
δ

∫

D2

|∇u|2 dx
(V.27)

where dθ is the length form on ∂Bρ(p) ∩D2. ✷

Proof of lemma V.3. Using Fubini theorem we have
∫

D2

|∇u|2 dx ≥
∫

D2∩(B√
δ(p)\Bδ(p))

|∇u|2 dx

≥
∫

√
δ

δ

dρ

∫

D2∩ ∂Bρ(p)

|∇u|2 dθ

≥ ess inf

{

ρ

∫

D2∩ ∂Bρ(p)

|∇u|2 dθ
}

∫

√
δ

δ

dρ

ρ

Thus there exists a radius ρ ∈ [δ,
√
δ] such that

ρ

∫

D2∩ ∂Bρ(p)

|∇u|2 dθ ≤ 2

log 1
δ

∫

D2

|∇u|2 dx (V.28)

Cauchy-Schwartz inequality gives

[

∫

D2∩ ∂Bρ(p)

|∇u|2 dθ
]2

≤ |D2 ∩ ∂Bρ(p)|
∫

D2∩ ∂Bρ(p)

|∇u|2 dθ .

(V.29)
Since |D2 ∩ ∂Bρ(p)| ≤ 2πρ, combining (V.28) and (V.29) gives

(V.27) and lemma V.3 is proved. ✷

Proof of lemma V.2. Let C > 0 satisfying

C ≥ inf
C∗(Γ)

E(u) .
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and denote

C∗
C(Γ) := {u ∈ C∗(Γ) s. t. E(u) ≤ C} .

The lemma is equivalent to the following claim.

∀ ε > 0 ∃ δ > 0 s.t. ∀u ∈ C∗
C(Γ) ∀ p, q ∈ ∂D2

|p− q| < δ =⇒ |u(p)− u(q)| < ε
(V.30)

Since Γ is the image of a continuous and injective map γ from

S1 into Rm the following claim holds

∀ ε > 0 ∃ η > 0 s.t. ∀ 0 < θ1 < θ2 ≤ 2π

|γ(eiθ2)− γ(eiθ1)| < η =⇒ ‖γ(eiθ)− γ(eiθ1)‖L∞([θ1,θ2]) < ε
(V.31)

This claim can be proved by contradiction and we leave the
details of the argument to the reader.

We are heading now to the proof of (V.30). Let ε > 0 such

that
2ε < inf

i 6=j
|Qi −Qj| (V.32)

where the Qi are the 3 fixed points on Γ appearing in the defi-
nition (V.25) of C∗(Γ). We are then considering ε small enough

in such a way that each ball of radius ǫ contains at most one Qi.

ε > 0 being fixed and satisfying (V.32), we consider η > 0

given by (V.31).

Consider 1 > δ > 0 to be fixed later but satisfying at least

2
√
δ < inf

i 6=j
|Pi − Pj| (V.33)

Take an arbitrary pair of points p and q in ∂D2 such that

|p− q| < δ. Let p0 be the point on the small arc p q ⊂ ∂D2 right
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in the middle of this arc : |p − p0| = |q − p0| < δ/2. Consider
ρ ∈ [δ,

√
δ] given by the Courant lemma V.3 and satisfying

‖u(x)− u(y)‖2L∞((∂Bρ(p0)∩D2)2) ≤
4π

log 1
δ

∫

D2

|∇u|2 dx

Let p′ and q′ be the two points given by the intersection between

∂D2 and ∂Bρ(p0). Since u is continuous up to the boundary we
deduce that

|u(p′)− u(q′)| ≤ 4π

log 1
δ

∫

D2

|∇u|2 dx ≤ 4π C

log 1
δ

(V.34)

We fix now δ in such a way that

4π C

log 1
δ

< η

Because of (V.31) one of the two arcs in Γ connecting u(p′)
and u(q′) has to be contained in a Bm

ε −ball. Since ε has been
chosen small enough satisfying (V.32) this arc connecting u(p′)
and u(q′) and contained in a Bm

ε −ball can contain at most one
of the Qi. In the mean time δ has been chosen small enough in

such a way that B√
δ(p0)∩ ∂D2 contains also at most one of the

Pi, thus, since u in monotonic on ∂D2, the arc connecting u(p′)
and u(q′) and contained in a Bm

ε −ball has to be u(∂Bρ(p0)∩D2)
and we have than proved that

|u(p)− u(q)| ≤ |u(p′)− u(q′)| < ε .

This concludes the proof of claim (V.30) and lemma V.2 is

proved. ✷

In order to establish that E posses a minimizer in C∗(Γ) we
are going to establish the following result.

Lemma V.4. Let u be the weak limit of a minimizing sequence
of E in C∗(Γ), then u ∈ C0(D2,Rm). ✷
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Combining this lemma with the equicontinuity proved in lemma V.2
we obtain that the weak limit of a minimizing sequence satisfies

all the conditions for the membership in C∗(Γ) and then realizes
a minimizer of (V.3).

Lemma V.4 is a consequence of proposition V.1, corollary V.1

and the following lemma that will be useful in the sequel.

Lemma V.5. Let u be an harmonic function in W 1,2(D2,Rm)∩
C0(∂D2,Rm), then u ∈ C0(D2,Rm). ✷

Proof of lemma V.3.
Since u is harmonic into Rm, i.e. each coordinate function ui

satisfies ∆ui = 0, then u is smooth in the interior of the disc
D2. It remains to prove the continuity at an arbitrary boundary

point p ∈ ∂D2.
Let ε > 0 and consider δ > 0 to be fixed later on in the

proof. Applying Courant Lemma V.3 we obtain the existence of
ρ ∈ [δ,

√
δ] such that

∫

∂Bρ(p)∩D2

|∇u| dθ ≤
√

4π

log 1/δ

∫

D2

|∇u|2 dx .

The circle ∂Bρ(p) intersects ∂D
2 that we denote p(ρ)± indexed

in such a way that the positively oriented arc ̂p+(ρ) p−(ρ) in
∂D2 contains the point p. The map u is in W 1,1(∂Bρ(p) ∩ D2)
it admits limits u+ and u− respectively at the points p+(ρ) and

p−(ρ).

One point has not been addressed at this stage in order to

prove theorem V.2, this is the question to know whether C(Γ) is
empty or not while assuming Γ to be a rectifiable closed curve
only. We are going to answer positively to this question.
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V.3 Existence of Parametric disc extensions to Jordan
rectifiable curves.

One point has not been addressed at this stage in order to prove
theorem V.2, this is the question to know whether C(Γ) is empty

or not while assuming Γ to be a rectifiable closed curve only. We
are going to answer positively to this question.

Theorem V.3. Let Γ be a closed Jordan rectifiable curve then
C(Γ) is not empty. ✷

Our approach consists in approximating Γ by smooth curves
and pass to the limit but before to do so we shall first establish an

isoperimetric inequality for smooth conformal parametrization.
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VI Conformally invariant coercice Lagrangians

with quadratic growth, in dimension 2.

The resolution of the Plateau problem proposed by Douglas and

Radó is an example of the use of a conformal invariant La-
grangian E to approach an “extrinsic” problem: minimizing the

area of a disk with fixed boundary. The analysis of this problem
was eased by the high simplicity of the equation (V.4) satisfied

by the critical points of E. It is the Laplace equation. Hence,
questions related to unicity, regularity, compactness, etc... can
be handled with a direct application of the maximum princi-

ple. In the coming three chapters, we will be concerned with
analogous problems (in particular regularity issues) related to

the critical points to general conformally invariant, coercive La-
grangians with quadratic growth. As we will discover, the max-

imum principle no longer holds, and one must seek an alternate
way to compensate this lack. The conformal invariance of the
Lagrangian will generate a very peculiar type of nonlinearities

in the corresponding Euler-Lagrange equations. We will see how
the specific structure of these nonlinearities enable one to recast

the equations in divergence form. This new formulation, com-
bined to the results of integration by compensation, will provide

the substrate to understanding a variety of problems, such as
Willmore surfaces, poly-harmonic and α-harmonic maps, Yang-

Mills fields, Hermitte-Einstein equations, wave maps, etc...

We consider a Lagrangian of the form

L(u) =

∫

D2

l(u,∇u) dx dy , (VI.1)

where the integrand l is a function of the variables z ∈ Rm and

p ∈ R2⊗Rm, which satisfy the following coercivity and “almost
quadratic” conditions in p :

C−1 |p|2 ≤ l(z, p) ≤ C |p|2 , (VI.2)
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We further assume that L is conformally invariant: for each
positive conformal transformation f of degree 1, and for each

map u ∈ W 1,2(D2,Rm), there holds

L(u ◦ f) =

∫

f−1(D2)

l(u ◦ f,∇(u ◦ f)) dx′ dy′

=

∫

D2

l(u,∇u) dx dy = L(u) .

(VI.3)

Example 1. The Dirichlet energy described in the Introduc-
tion,

E(u) =

∫

D2

|∇u|2 dx dy ,

whose critical points satisfy the Laplace equation (V.4), which,
owing to the conformal hypothesis, geometrically describes min-

imal surfaces. Regularity and compactness matters relative to
this equation are handled with the help of the maximum prin-

ciple.

Example 2. Let an arbitrary inRm be given, namely (gij)i,j∈Nm
∈

C1(Rm,S+
m), where S+

m denotes the subset ofMm(R), comprising
the symmetric positive definite m ×m matrices. We make the

following uniform coercivity and boundedness hypothesis:

∃ C > 0 s. t. C−1δij ≤ gij ≤ Cδij on Rm.

Finally, we suppose that

‖∇g‖L∞(Rm) < +∞ .

With these conditions, the second example of quadratic, coer-
cive, conformally invariant Lagrangian is

Eg(u) =
1

2

∫

D2

〈∇u,∇u〉g dx dy

=
1

2

∫

D2

m
∑

i,j=1

gij(u)∇ui · ∇uj dx dy .
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Note that Example 1 is contained as a particular case.
Verifying that Eg is indeed conformally invariant may be done

analogously to the case of the Dirichlet energy, via introducing
the complex variable z = x + iy. No new difficulty arises, and

the details are left to the reader as an exercise.
The weak critical points ofEg are the functions u ∈W 1,2(D2,Rm)
which satisfy

∀ξ ∈ C∞
0 (D2,Rm)

d

dt
Eg(u+ tξ)|t=0

= 0 .

An elementary computation reveals that u is a weak critical
point of Eg if and only if the following Euler-Lagrange equation
holds in the sense of distributions:

∀i = 1 · · ·m ∆ui +
m
∑

k,l=1

Γikl(u)∇uk · ∇ul = 0 . (VI.4)

Here, Γikl are the Christoffel symbols corresponding to the metric
g, explicitly given by

Γikl(z) =
1

2

m
∑

s=1

gis (∂zlgkm + ∂zkglm − ∂zmgkl) , (VI.5)

where (gij) is the inverse matrix of (gij).
Equation (VI.4) bears the name harmonic map equation6

with values in (Rm, g).
Just as in the flat setting, if we further suppose that u is

conformal, then (VI.4) is in fact equivalent to u(D2) being a
minimal surface in (Rm, g).

6One way to interpret (VI.4) as the two-dimensional equivalent of the geodesic equation
in normal parametrization,

d2xi

dt2
+

m
∑

k,l=1

Γi
kl

dxk

dt

dxl

dt
= 0 .
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We note that Γi(∇u,∇u) :=∑m
k,l=1 Γ

i
kl∇uk · ∇ul, so that the

harmonic map equation can be recast as

∆u+ Γ(∇u,∇u) = 0 . (VI.6)

This equation raises several analytical questions:

(i) Weak limits : Let un be a sequence of solutions of (VI.6)
with uniformly bounded energy Eg. Can one extract a sub-

sequence converging weakly in W 1,2 to a harmonic map ?

(ii) Palais-Smale sequences : Let un be a sequence of so-

lutions of (VI.6) in W 1,2(D2,Rm) with uniformly bounded
energy Eg, and such that

∆un + Γ(∇un,∇un) = δn → 0 strongly in H−1 .

Can one extract a subsequence converging weakly in W 1,2

to a harmonic map ?

(iii) Regularity of weak solutions : Let u be a map in
W 1,2(D2,Rm) which satisfies (VI.4) distributionally. How
regular is u ? Continuous, smooth, analytic, etc...

The answer to (iii) is strongly tied to that of (i) and (ii).
We shall thus restrict our attention in these notes on regularity

matters.

Prior to bringing into light further examples of conformally
invariant Lagrangians, we feel worthwhile to investigate deeper

the difficulties associated with the study of the regularity of
harmonic maps in two dimensions.

The harmonic map equation (VI.6) belongs to the class of

elliptic systems with quadratic growth, also known as natural
growth, of the form

∆u = f(u,∇u) , (VI.7)
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where f(z, p) is an arbitrary continuous function for which there
exists constants C0 > 0 and C1 > 0 satisfying

∀z ∈ Rm ∀p ∈ R2 ⊗ Rm f(z, p) ≤ C1|p|2 + C0 . (VI.8)

In dimension two, these equations are critical for the Sobolev

space W 1,2. Indeed,

u ∈ W 1,2 ⇒ Γ(∇u,∇u) ∈ L1 ⇒ ∇u ∈ Lploc(D
2) ∀p < 2 .

In other words, from the regularity standpoint, the demand that
∇u be square-integrable provides the information that7 ∇u be-

longs to Lploc for all p < 2. We have thus lost a little bit of
information! Had this not been the case, the problem would
be “boostrapable”, thereby enabling a successful study of the

regularity of u. Therefore, in this class of problems, the main
difficulty lies in the aforementioned slight loss of information,

which we symbolically represent by L2 → L2,∞.

There are simple examples of equations with quadratic growth
in two dimensions for which the answers to the questions (i)-(iii)

are all negative. Consider8

∆u+ |∇u|2 = 0 . (VI.10)

This equation has quadratic growth, and it admits a solution in
W 1,2(D2) which is unbounded in L∞, and thus discontinuous. It

7Actually, one can show that ∇u belongs to the weak-L2 Marcinkiewicz space L2,∞
loc

comprising those measurable functions f for which

sup
λ>0

λ2 |{p ∈ ω ; |f(p)| > λ}| < +∞ , (VI.9)

where | · | is the standard Lebesgue measure. Note that L2,∞ is a slightly larger space than
L2. However, it possesses the same scaling properties.

8This equation is conformally invariant. However, as shown by J. Frehse [Fre], it is also
the Euler-Lagrange equation derived from a Lagrangian which is not conformally invariant:

L(u) =

∫

D2

(

1 +
1

1 + e12u (log 1/|(x, y)|)−12

)

|∇u|2(x, y) dx dy .
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is explicitly given by

u(x, y) := log log
2

√

x2 + y2
.

The regularity issue can thus be answered negatively. Similarly,
for the equation (VI.10), it takes little effort to devise counter-

examples to the weak limit question (i), and thus to the question
(ii). To this end, it is helpful to observe that C2 maps obey the

general identity

∆eu = eu
[

∆u+ |∇u|2
]

. (VI.11)

One easily verifies that if v is a positive solution of

∆v = −2π
∑

i

λi δai ,

where λi > 0 and δai are isolated Dirac masses, then u := log v

provides a solution9 inW 1,2 of (VI.10). We then select a strictly
positive regular function f with integral equal to 1, and sup-

ported on the ball of radius 1/4 centered on the origin. There
exists a sequence of atomic measures with positive weights λni
such that

fn =

n
∑

i=1

λni δani and

n
∑

i=1

λni = 1 , (VI.12)

9Indeed, per (VI.11), we find ∆u + |∇u|2 = 0 away from the points ai. Near these
points, ∇u asymptotically behaves as follows:

|∇u| = |v|−1 |∇v| ≃
(

|(x, y)− ai| log |(x, y)− ai|
)−1 ∈ L2 .

Hence, |∇u|2 ∈ L1, so that ∆u + |∇u|2 is a distribution in H−1 + L1 supported on the
isolated points ai. From this, it follows easily that

∆u+ |∇u|2 =
∑

i

µi δai
.

Thus, ∆u is the sum of an L1 function and of Dirac masses. But because ∆u lies in H−1,
the coefficients µi must be zero. Accordingly, u does belong to W 1,2.
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which converges as Radon measures to f . We next introduce

un(x, y) := log

[

n
∑

i=1

λni log
2

|(x, y)− ani |

]

.

On D2, we find that

vn =

n
∑

i=1

λni log
2

|(x, y)− ani |
>

n
∑

i=1

λni log
8

5
= log

8

5
. (VI.13)

On the other hand, there holds
∫

D2

|∇un|2 = −
∫

D2

∆un = −
∫

∂D2

∂un
∂r

≤
∫

∂D2

|∇vn|
|vn|

≤ 1

log 8
5

∫

∂D2

|∇vn| ≤ C

for some constant C independent of n . Hence, (un)n is a se-
quence of solutions to (VI.10) uniformly bounded inW 1,2. Since

the sequence (fn) converges as Radon measures to f , it follows
that for any p < 2, the sequence (vn) converges strongly in W 1,p

to

v := log
2

r
∗ f .

The uniform upper bounded (VI.13) paired to the aforemen-

tioned strong convergence shows that for each p < 2, the se-
quence un = log vn converges strongly in W 1,p to

u := log

[

log
2

r
∗ f
]

From the hypotheses satisfied by f , we see that ∆(eu) = −2π f 6=
0. As f is regular, so is thus eu, and therefore, owing to (VI.11),

u cannot fullfill (VI.10).
Accordingly, we have constructed a sequence of solutions to

(VI.10) which converges weakly in W 1,2 to a map that is not a
solution to (VI.10).
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Example 3. We consider a map (ωij)i,j∈Nm
in C1(Rm, so(m)),

where so(m) is the space antisymmetric square m×m matrices.

We impose the following uniform bound

‖∇ω‖L∞(D2) < +∞ .

For maps u ∈ W 1,2(D2,Rm), we introduce the Lagrangian

Eω(u) =
1

2

∫

D2

|∇u|2 +
m
∑

i,j=1

ωij(u)∂xu
i∂yu

j − ∂yu
i∂xu

j dx dy

(VI.14)

The conformal invariance of this Lagrangian arises from the fact
that Eω is made of the conformally invariant Lagrangian E to

which is added the integral overD2 of the 2-form ω = ωijdz
i∧dzj

pulled back by u. Composing u by an arbitrary positive diffeo-

morphism of D2 will not affect this integral, thereby making Eω

into a conformally invariant Lagrangian.
The Euler-Lagrange equation deriving from (VI.14) for varia-

tions of the form u+ tξ, where ξ is an arbitrary smooth function
with compact support in D2, is found to be

∆ui− 2

m
∑

k,l=1

H i
kl(u) ∇⊥uk ·∇ul = 0 ∀ i = 1, . . . , m. (VI.15)

Here, ∇⊥ul = (−∂yuk, ∂xuk) 10 while H i
kl is antisymmetric in the

indices k et l. It is the coefficient of the Rm-valued two-form H

on Rm

H i(z) :=
m
∑

k,l=1

H i
kl(z) dz

k ∧ dzl .

10in our notation, ∇⊥uk · ∇ul is the Jacobian

∇⊥uk · ∇ul = ∂xu
k∂yu

l − ∂yu
k∂xu

l .
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The form H appearing in the Euler-Lagrange equation (VI.15)
is the unique solution of

∀z ∈ Rm ∀U, V,W ∈ Rm

dωz(U, V,W ) = 4U ·H(V,W )

= 4

m
∑

i=1

U iH i(V,W ) .

For instance, in dimension three, dω is a 3-form which can be
identified with a function on Rm. More precisely, there exists

H such that dω = 4H dz1 ∧ dz2 ∧ dz3. In this notation (VI.15)
may be recast, for each i ∈ {1, . . . , m}, as

∆ui = 2H(u) ∂xu
i+1∂yu

i−1 − ∂xu
i−1∂yu

i+1 , (VI.16)

where the indexing is understood in Z3. The equation (VI.16)

may also be written

∆u = 2H(u) ∂xu× ∂yu ,

which we recognize as (??), the prescribed mean curvature equa-

tion.
In a general fashion, the equation (VI.15) admits the follow-

ing geometric interpretation. Let u be a conformal solution of

(VI.15), so that u(D2) is a surface whose mean curvature vector
at the point (x, y) is given by

e−2λ u∗H =



e−2λ
m
∑

k,l=1

H i
kl(u) ∇⊥uk · ∇ul





i=1···m

, (VI.17)

where eλ is the conformal factor eλ = |∂xu| = |∂yu|. As in
Example 2, the equation (VI.15) forms an elliptic system with
quadratic growth, thus critical in dimension two for the W 1,2
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norm. The analytical difficulties relative to this nonlinear sys-
tem are thus, a priori, of the same nature as those arising from

the harmonic map equation.

Example 4. In this last example, we combine the settings of
Examples 2 and 3 to produce a mixed problem. Given on Rm

a metric g and a two-form ω, both C1 with uniformly bounded
Lipschitz norm, consider the Lagrangian

Eω
g (u) =

1

2

∫

D2

〈∇u,∇u〉g dx dy + u∗ω .

As before, it is a coercive conformally invariant Lagrangian

with quadratic growth. Its critical points satisfy the Euler-
Lagrangian equation

∆ui +
m
∑

k,l=1

Γikl(u)∇uk · ∇ul − 2
m
∑

k,l=1

H i
kl(u)∇⊥uk · ∇ul = 0 ,

(VI.18)
for i = 1 · · ·m.

Once again, this elliptic system admits a geometric interpreta-
tion which generalizes the ones from Examples 2 and 3. When-

ever a conformal map u satisfies (VI.18), then u(D2) is a surface
in (Rm, g) whose mean curvature vector is given by (VI.17). The
equation (VI.18) also forms an elliptic system with quadratic

growth, and critical in dimension two for the W 1,2 norm.

Interestingly enough, M. Grüter showed that any coercive

conformally invariant Lagrangian with quadratic growth is of
the form Eω

g for some appropriately chosen g and ω.

Theorem VI.1. [Gr] Let l(z, p) be a real-valued function on
Rm × R2 ⊗ Rm, which is C1 in its first variable and C2 in its
second variable. Suppose that l obeys the coercivity and quadratic
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growth conditions

∃C > 0 t.q. ∀z ∈ Rm ∀p ∈ R2 ⊗ Rm

C−1|p|2 ≤ l(X, p) ≤ C|p|2 .
(VI.19)

Let L be the Lagrangian

L(u) =

∫

D2

l(u,∇u)(x, y) dx dy (VI.20)

acting on W 1,2(D2,Rm)-maps u. We suppose that L is confor-

mally invariant: for every conformal application φ positive and
of degree 1, there holds

L(u ◦ φ) =
∫

φ−1(D2)

l(u ◦ φ,∇(u ◦ φ))(x, y) dx dy = L(u) .

(VI.21)

Then there exist on Rm a C1 metric g and a C1 two-form ω such
that

L = Eω
g . (VI.22)

Maps taking values in a submanifold of Rm.

Up to now, we have restricted our attention to maps from D2

into a manifold with only one chart (Rn, g). More generally, it

is possible to introduce the Sobolev space W 1,2(D2, Nn), where
(Nn, g) is an oriented n-dimensional C2-manifold. When this

manifold is compact without boundary (which we shall hence-
forth assume, for the sake of simplicity), a theorem by Nash

guarantees that it can be isometrically immersed into Euclidean
space Rm, for m large enough. We then define

W 1,2(D2, Nn) :=
{

u ∈ W 1,2(D2,Rm) ; u(p) ∈ Nn a.e. p ∈ D2
}

Given on Nn a C1 two-form ω, we may consider the Lagrangian

Eω(u) =
1

2

∫

D2

|∇u|2 dx dy + u∗ω (VI.23)
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acting on maps u ∈W 1,2(D2, Nn). The critical points of Eω are
defined as follows. Let πN be the orthogonal projection on Nn

which to each point in a neighborhood ofN associates its nearest
orthogonal projection on Nn. For points sufficiently close to N ,

the map πN is regular. We decree that u ∈ W 1,2(D2, Nn) is a
critical point of Eω whenever there holds

d

dt
Eω(πN(u+ tξ))t=0 = 0 , (VI.24)

for all ξ ∈ C∞
0 (D2,Rm).

It can be shown11 that (VI.24) is satisfied by u ∈ C∞
0 (D2,Rm)

if and only if u obeys the Euler-Lagrange equation

∆u+ A(u)(∇u,∇u) = H(u)(∇⊥u,∇u) , (VI.25)

where A (≡ Az) is the second fundamental form at the point
z ∈ Nn corresponding to the immersion ofNn into Rm. To a pair

of vectors in TzN
n, the map Az associates a vector orthogonal

to TzN
n. In particular, at a point (x, y) ∈ D2, the quantity

A(x,y)(u)(∇u,∇u) is the vector of Rm given by

A(x,y)(u)(∇u,∇u) := A(x,y)(u)(∂xu, ∂xu) +A(x,y)(u)(∂yu, ∂yu) .

For notational convenience, we henceforth omit the subscript

(x, y).
Similarly, H(u)(∇⊥u,∇u) at the point (x, y) ∈ D2 is the vector

in Rm given by

H(u)(∇⊥u,∇u) := H(u)(∂xu, ∂yu)−H(u)(∂yu, ∂xu)

= 2H(u)(∂xu, ∂yu) ,

where H (≡ Hz) is the TzN
n-valued alternating two-form on

TzN
n :

∀ U, V,W ∈ TzN
n dω(U, V,W ) := U ·Hz(V,W ) .

11in codimension 1, this is done below.
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Note that in the special case when ω = 0, the equation (VI.25)
reduces to

∆u+ A(u)(∇u,∇u) = 0 , (VI.26)

which is known as the Nn-valued harmonic map equation.

We now establish (VI.25) in the codimension 1 case. Let ν

be the normal unit vector to N . The form ω may be naturally
extended on a small neighborhood of Nn via the pull-back π∗Nω
of the projection πN . Infinitesimally, to first order, consider-
ing variations for Eω of the form πN(u + tξ) is tantamount to

considering variations of the kind u + t dπN (u)ξ, which further
amounts to focusing on variations of the form u + tv, where
v ∈ W 1,2(D2,Rm)∩L∞ satisfies v · ν(u) = 0 almost everywhere.

Following the argument from Example 3, we obtain that u is a
critical point of Eω whenever for all v with v · ν(u) = 0 a.e.,

there holds

∫

D2

m
∑

i=1



∆ui − 2

m
∑

k,l=1

H i
kl(u) ∇⊥uk · ∇ul



 vi dx dy = 0 ,

where H is the vector-valued two-form on Rm given for z on Nn

by

∀ U, V,W ∈ Rm dπ∗Nω(U, V,W ) := U ·Hz(V,W ) .

In the sense of distributions, we thus find that

[

∆u−H(u)(∇⊥u,∇u)
]

∧ ν(u) = 0 . (VI.27)

Recall, ν ◦ u ∈ L∞ ∩W 1,2(D2,Rm). Accordingly (VI.27) does
indeed make sense in D′(D2).

Note that if any of the vectors U , V , andW is normal to Nn,
i.e. parallel to ν, then dπ∗Nω(U, V,W ) = 0, so that

νz ·Hz(V,W ) = 0 ∀ V ,W ∈ Rm .
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Whence,
[

∆u−H(u)(∇⊥u,∇u)
]

· ν(u) = ∆u · ν(u)

= div(∇u · ν(u))−∇u · ∇(ν(u)) = −∇u · ∇(ν(u))
(VI.28)

where we have used the fact that ∇u · ν(u) = 0 holds almost
everywhere, since ∇u is tangent to Nn.

Altogether, (VI.27) and (VI.28) show that u satisfies in the

sense of distributions the equation

∆u−H(u)(∇⊥u,∇u) = −ν(u) ∇(ν(u)) · ∇u . (VI.29)

In codimension 1, the second fundamental form acts on a pair
of vectors (U, V ) in TzN

n via

Az(U, V ) = ν(z) < dνzU, V > , (VI.30)

so that, as announced, (VI.29) and (VI.25) are identical.
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We close this section by stating a conjecture formulated by
Stefan d’Hildebrandt in the late 1970s.

Conjecture VI.1. [Hil] [Hil2] The critical points with finite en-
ergy of a coercive conformally invariant Lagrangian with quadrac-

tic growth are Hölder continuous.

The remainder of these lecture notes shall be devoted to es-

tablishing this conjecture. Although its resolution is closely re-
lated to the compactness questions (i) and (ii) previously for-
mulated on page 9, for lack of time, we shall not dive into the

study of this point.
Our proof will begin by recalling the first partial answers to

Hildebrandt’s conjecture provided by H. Wente and F. Hélein,
and the importance in their approach of the rôle played by con-

servations laws and integration by compensation.
Then, in the last section, we will investigate the theory of linear
elliptic systems with antisymmetric potentials, and show how to

apply it to the resolution of Hildebrandt’s conjecture.
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VII Integrability by compensation theory ap-

plied to some conformally invariant La-

grangians

VII.1 Constant mean curvature equation (CMC)

Let H ∈ R be constant. We study the analytical properties of
solutions in W 1,2(D2,R3) of the equation

∆u− 2H ∂xu× ∂yu = 0 . (VII.1)

The Jacobian structure of the right-hand side enable without

much trouble, inter alia, to show that Palais-Smale sequences
converge weakly:

Let Fn be a sequence of distributions converging to zero in
H−1(D2,R3), and let un be a sequence of functions uniformly
bounded in W 1,2 and satisfying the equation

∆un − 2H ∂xun × ∂yun = Fn → 0 strongly in H−1(D2) .

We use the notation

(∂xun × ∂yun)
i = ∂xu

i+1
n ∂yu

i−1
n − ∂xu

i−1
n ∂yu

i+1
n

= ∂x(u
i+1
n ∂yu

i−1
n )− ∂y(u

i+1
n ∂xu

i−1
n ) .

(VII.2)

The uniform bounded on the W 1,2-norm of un enables the ex-

traction of a subsequence un′ weakly converging inW 1,2 to some
limit u∞. With the help of the Rellich-Kondrachov theorem, we

see that the sequence un is strongly compact in L2. In particular,
we can pass to the limit in the following quadratic terms

ui+1
n ∂yu

i−1
n → ui+1

∞ ∂yu
i−1
∞ in D′(D2)

and

ui+1
n ∂xu

i−1
n → ui+1

∞ ∂xu
i−1
∞ in D′(D2) .
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Combining this to (VII.2) reveals that u∞ is a solution of the
CMC equation (VII.1).

Obtaining information on the regularity of weak W 1,2 solu-
tions of the CMC equation (VII.2) requires some more elaborate

work. More precisely, a result from the theory of integration by
compensation due to H. Wente is needed.

Theorem VII.1. [We] Let a and b be two functions inW 1,2(D2),
and let φ be the unique solution in W 1,p

0 (D2) - for 1 ≤ p < 2 -

of the equation






−∆φ = ∂xa ∂yb− ∂xb ∂ya in D2

ϕ = 0 on ∂D2 .
(VII.3)

Then φ belongs to C0 ∩W 1,2(D2) and

‖φ‖L∞(D2)+‖∇φ‖L2(D2) ≤ C0 ‖∇a‖L2(D2) ‖∇b‖L2(D2) . (VII.4)

where C0 is a constant independent of a and b.12 ✷

Proof of theorem VII.1. We shall first assume that a and b
are smooth, so as to legitimize the various manipulations which

we will need to perform. The conclusion of the theorem for
general a and b in W 1,2 may then be reached through a simple

density argument. In this fashion, we will obtain the continuity
of φ from its being the uniform limit of smooth functions.

Observe first that integration by parts and a simple applica-
tion of the Cauchy-Schwarz inequality yields the estimate

∫

D2

|∇φ|2 = −
∫

D2

φ∆φ ≤ ‖φ‖∞ ‖∂xa ∂yb− ∂xb ∂ya‖1

≤ 2 ‖φ‖∞‖∇a‖2 ‖∇b‖2 .

12Actually, one shows that theorem VII.1 may be generalized to arbitrary oriented
Riemannian surfaces, with a constant C0 independent of the surface, which is quite a
remarkable and useful fact. For more details, see [Ge] and [To].
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Accordingly, if φ lies in L∞, then it automatically lies in W 1,2.
Step 1. given two functions ã and b̃ in C∞

0 (C), which is

dense in W 1,2(C), we first establish the estimate (VII.4) for

φ̃ :=
1

2π
log

1

r
∗
[

∂xã ∂yb̃− ∂xb̃ ∂yã
]

. (VII.5)

Owing to the translation-invariance, it suffices to show that

|φ̃(0)| ≤ C0 ‖∇ã‖L2(C) ‖∇b̃‖L2(C) . (VII.6)

We have

φ̃(0) = − 1

2π

∫

R2

log r ∂xã ∂yb̃− ∂xb̃ ∂yã

= − 1

2π

∫ 2π

0

∫ +∞

0

log r
∂

∂r

(

ã
∂b̃

∂θ

)

− ∂

∂θ

(

ã
∂b̃

∂r

)

dr dθ

=
1

2π

∫ 2π

0

∫ +∞

0

ã
∂b̃

∂θ

dr

r
dθ

Because
∫ 2π

0
∂b̃
∂θ
dθ = 0, we may deduct from each circle ∂Br(0) a

constant à ã chosen to have average ãr on ∂Br(0). Hence, there
holds

φ̃(0) =
1

2π

∫ 2π

0

∫ +∞

0

[ã− ãr]
∂b̃

∂θ

dr

r
dθ .

Applying successively the Cauchy-Schwarz and Poincaré inequal-
ities on the circle S1, we obtain

|φ̃(0)| ≤ 1

2π

∫ +∞

0

dr

r

(
∫ 2π

0

|ã− ãr|2
)

1
2





∫ 2π

0

∣

∣

∣

∣

∣

∂b̃

∂θ

∣

∣

∣

∣

∣

2




1
2

≤ 1

2π

∫ +∞

0

dr

r

(

∫ 2π

0

∣

∣

∣

∣

∂ã

∂θ

∣

∣

∣

∣

2
)

1
2





∫ 2π

0

∣

∣

∣

∣

∣

∂b̃

∂θ

∣

∣

∣

∣

∣

2




1
2

The sought after inequality (VII.6) may then be inferred from

the latter via applying once more the Cauchy-Schwarz inequal-
ity.
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Returning to the disk D2, the Whitney extension theorem
yields the existence of ã and b̃ such that

∫

C
|∇ã|2 ≤ C1

∫

D2

|∇a|2 , (VII.7)

and
∫

C
|∇b̃|2 ≤ C1

∫

D2

|∇b|2 . (VII.8)

Let φ̃ be the function in (VII.5). The difference φ − φ̃ satisfies
the equation







∆(φ− φ̃) = 0 in D2

φ− φ̃ = −φ̃ on ∂D2

Themaximum principle applied to the inequalities (VII.6), (VII.7)

and (VII.8) produces

‖φ− φ̃‖L∞(D2) ≤ ‖φ̃‖L∞(∂D2) ≤ C‖∇a‖2 ‖∇b‖2 .

With the triangle inequality |‖φ‖∞−‖φ̃‖∞| ≤ ‖φ− φ̃‖∞ and the

inequality (VII.6), we reach the desired L∞-estimate of φ, and
therefore, per the above discussion, the theorem is proved. ✷
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Proof of the regularity of the solutions of the CMC
equation.

Our first aim will be to establish the existence of a positive

constant α such that

sup
ρ<1/4, p∈B1/2(0)

ρ−α
∫

Bρ(p)

|∇u|2 < +∞ . (VII.9)

Owing to a classical result from Functional Analysis13, the latter
implies that u ∈ C0,α/2(B1/2(0)) . From this, we deduce that u

is locally Hölder continuous in the interior of the disk D2. We
will then explain how to obtain the smoothness of u from its

Hölder continuity.
Let ε0 > 0. There exists some radius ρ0 > 0 such that for

every r < ρ0 and every point p in B1/2(0)
∫

Br(p)

|∇u|2 < ε0 .

We shall in due time adjust the value ε0 to fit our purposes. In
the sequel, r < ρ0. On Br(p), we decompose u = φ + v in such

a way that






∆φ = H ∂xu× ∂yu in Br(p)

φ = 0 on ∂Br(p)

Applying theorem VII.1 to φ yields
∫

Br(p)

|∇φ|2 ≤ C0|H|
∫

Br(p)

|∇u|2
∫

Br(p)

|∇u|2

≤ C0|H| ε0
∫

Br(p)

|∇u|2 .

(VII.10)

The function v = u− φ is harmonic. To obtain useful estimates

on v, we need the following result.
13See for instance [Gi].
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Lemma VII.1. Let v be a harmonic function on D2. For every
point p in D2, the function

ρ 7−→ 1

ρ2

∫

Bρ(p)

|∇v|2

is increasing. ✷

Proof. Note first that

d

dρ

[

1

ρ2

∫

Bρ(p)

|∇v|2
]

= − 2

ρ3

∫

Bρ(p)

|∇v|2 + 1

ρ2

∫

∂Bρ(p)

|∇v|2 .

(VII.11)

Denote by v the average of v on ∂Bρ(p) : v := |∂Bρ(p)|−1
∫

∂Bρ(p)
v.

Then, there holds

0 =

∫

Bρ(p)

(v − v) ∆v = −
∫

Bρ(p)

|∇v|2 +
∫

∂Bρ(p)

(v − v)
∂v

∂ρ
.

This implies that

1

ρ

∫

Bρ(p)

|∇v|2 ≤
(

1

ρ2

∫

∂Bρ(p)

|v − v|2
) 1

2
(

∫

∂Bρ(p)

∣

∣

∣

∣

∂v

∂ρ

∣

∣

∣

∣

2
) 1

2

.

(VII.12)

In Fourier space, v satisfies v =
∑

n∈Z an e
inθ and v − v =

∑

n∈Z∗ an e
inθ. Accordingly,

1

2πρ

∫

∂Bρ(p)

|v−v|2 =
∑

n∈Z∗

|an|2 ≤
∑

n∈Z∗

|n|2|an|2 ≤
1

2π

∫ 2π

0

∣

∣

∣

∣

∂v

∂θ

∣

∣

∣

∣

2

dθ .

Combining the latter with (VII.12) then gives

1

ρ

∫

Bρ(p)

|∇v|2 ≤
(

∫

∂Bρ(p)

∣

∣

∣

∣

1

ρ

∂v

∂θ

∣

∣

∣

∣

2
)1

2
(

∫

∂Bρ(p)

∣

∣

∣

∣

∂v

∂ρ

∣

∣

∣

∣

2
)1

2

.

(VII.13)
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If we multiply the Laplace equation throughout by (x−xp) ∂xv+
(y − yp) ∂yv, and then integrate by parts over Bρ(p), we reach

the Pohozaev identity :

2

∫

∂Bρ(p)

∣

∣

∣

∣

∂v

∂ρ

∣

∣

∣

∣

2

=

∫

∂Bρ(p)

|∇v|2 . (VII.14)

Altogether with (VII.13), this identity implies that the right-

hand side of (VII.11) is positive, thereby concluding the proof
14. ✷

We now return to the proof of the regularity of the solutions

of the CMC equation. Per the above lemma, there holds
∫

Bρ/2(p)

|∇v|2 ≤ 1

4

∫

Bρ(p)

|∇v|2 . (VII.15)

Since ∆v = 0 on Bρ(p), while φ = 0 on ∂Bρ(p), we have
∫

Bρ(p)

∇v · ∇φ = 0 .

Combining this identity to the inequality in (VII.15), we obtain
∫

Bρ/2(p)

|∇(v + φ)|2 ≤ 1

2

∫

Bρ(p)

|∇(v + φ)|2

+3

∫

Bρ(p)

|∇φ|2 .
(VII.16)

which, accounting for (VII.10), yields
∫

Bρ/2(p)

|∇u|2 ≤
(

1

2
+ 3 C0 |H| ε0

)
∫

Bρ(p)

|∇u|2 . (VII.17)

14Another proof of lemma VII.1 goes as follows : if v is harmonic then f := |∇v|2
is sub-harmonic - ∆|∇v|2 ≥ 0 - and an elementary calculation shows that for any non
negative subharmonic function f in Rn one has d/dr(r−n

∫

Br
f) ≥ 0.
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If we adjust ε0 sufficiently small as to have 3 C0 |H| ε0 < 1/4,
it follows that

∫

Bρ/2(p)

|∇u|2 ≤ 3

4

∫

Bρ(p)

|∇u|2 . (VII.18)

Iterating this inequality gives the existence of a constant α > 0

such that for all p ∈ B1/2(0) and all r < ρ, there holds
∫

Br(p)

|∇u|2 ≤
(

r

ρ0

)α ∫

D2

|∇u|2 ,

which implies (VII.9). Accordingly, the solution u of the CMC

equation is Hölder continuous.
Next, we infer from (VII.9) and (VII.1) the bound

sup
ρ<1/2, p∈B1/2(0)

ρ−α
∫

Bρ(p)

|∆u| < +∞ . (VII.19)

A classical estimate on Riesz potentials gives

|∇u|(p) ≤ C
1

|x| ∗ χB1/2
|∆u|+ C ∀ p ∈ B1/4(0) ,

where χB1/2
is the characteristic function of the ball B1/2(0).

Together with injections proved by Adams in [Ad], the latter

shows that u ∈ W 1,q(B1/4(0)) for any q > (2 − α)/(1 − α).
Substituted back into (VII.1), this fact implies that ∆u ∈ Lr

for some r > 1. The equation the becomes subcritical, and
a standard bootstrapping argument eventually yields that u ∈
C∞. This concludes the proof of the regularity of solutions of
the CMC equation.

VII.2 Harmonic maps with values in the sphere Sn

When the target manifold Nn has codimension 1, the harmonic

map equation (VI.26) becomes (cf. (VI.30))

−∆u = ν(u) ∇(ν(u)) · ∇u , (VII.20)
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where u still denotes the normal unit-vector to the submanifold
Nn ⊂ Rn+1. In particular, if Nn is the sphere Sn, there holds

ν(u) = u, and the equation reads

−∆u = u |∇u|2 . (VII.21)

Another characterization of (VII.21) states that the function
u ∈ W 1,2(D2, Sn) satisfies (VII.21) if and only if

u ∧∆u = 0 in D′(D2) . (VII.22)

Indeed, any Sn-valued map u obeys

0 = ∆
|u|2
2

= div(u∇u) = |∇u|2 + u∆u

so that ∆u is parallel to u as in (VII.22) if and only if the propor-

tionality is −|∇u|2. This is equivalent to (VII.21). Interestingly
enough, J. Shatah [Sha] observed that (VII.22) is tantamount
to

∀i, j = 1 · · ·n+ 1 div(ui∇uj − uj ∇ui) = 0 . (VII.23)

This formulation of the equation for Sn-valued harmonic maps
enables one to pass to the weak limit, just as we previously did

in the CMC equation.

The regularity of Sn-valued harmonic maps was ob-
tained by F.Hélein, [He]. It is established as follows.

For each pair of indices (i, j) in {1 · · ·n + 1}2, the equation
(VII.23) reveals that the vector field ui∇uj − uj ∇ui forms a
curl term, and hence there exists Bi

j ∈ W 1,2 with

∇⊥Bi
j = ui∇uj − uj ∇ui .

In local coordinates, (VII.21) may be written

−∆ui =
n+1
∑

j=1

ui∇uj · ∇uj . (VII.24)
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We then make the field ∇⊥Bi
j appear on the right-hand side by

observing that

n+1
∑

j=1

uj ∇ui ·∇uj = ∇ui ·∇
(

n+1
∑

j=1

|uj|2/2
)

= ∇ui ·∇|u|2/2 = 0 .

Deducting this null term from the right-hand side of (VII.24)
yields that for all i = 1 · · ·n+ 1, there holds

−∆ui =
n+1
∑

j=1

∇⊥Bi
j · ∇uj

=

n+1
∑

j=1

∂xB
i
j ∂yu

j − ∂yB
i
j ∂xu

i .

(VII.25)

We recognize the same Jacobian structure which we previously

employed to establish the regularity of solutions of the CMC
equation. It is thus possible to adapt mutatis mutandis our

argument to (VII.25) so as to infer that Sn-valued harmonic
maps are regular.

VII.3 Hélein’s moving frames method and the regular-
ity of harmonic maps mapping into a manifold.

When the target manifold is no longer a sphere (or, more gen-
erally, when it is no longer homogeneous), the aforementioned

Jacobian structure disappears, and the techniques we employed
no longer seem to be directly applicable.

To palliate this lack of structure, and thus extend the regular-

ity result to harmonic maps mapping into an arbitrary manifold,
F. Hélein devised the moving frames method. The divergence-

form structure being the result of the global symmetry of the
target manifold, Hélein’s idea consists in expressing the har-

monic map equation in preferred moving frames, called Coulomb
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frames, thereby compensating for the lack of global symmetry
with “infinitesimal symmetries”.

This method, although seemingly unnatural and rather mys-

terious, has subsequently proved very efficient to answer regular-
ity and compactness questions, such as in the study of nonlinear
wave maps (see [FMS], [ShS], [Tao1], [Tao2]). For this reason,

it is worthwhile to dwell a bit more on Hélein’s method.

We first recall the main result of F. Hélein.

Theorem VII.2. [He] Let Nn be a closed C2-submanifold of

Rm. Suppose that u is a harmonic map in W 1,2(D2, Nn) that
weakly satisfies the harmonic map equation (VI.26). Then u
lies in C1,α for all α < 1.

Proof of theorem VII.2 when Nn is a two-torus.
The notion of harmonic coordinates has been introduced first

in general relativity by Yvonne Choquet-Bruaht in the early
fifties. She discovered that the formulation of Einstein equa-

tion in these coordinates simplifies in a spectacular way. This
idea of searching optimal charts among all possible ”gauges” has
also been very efficient for harmonic maps into manifolds. Since

the different works of Hildebrandt, Karcher, Kaul, Jäger, Jost,
Widman...etc in the seventies it was known that the intrinsic

harmonic map system (VI.18) becomes for instance almost ”tri-
angular” in harmonic coordinates (xα)α in the target which are

minimizing the Dirichlet energy
∫

U |dxα|2g dvolg. The drawback
of this approach is that working with harmonic coordinates re-
quires to localize in the target and to restrict only to maps taking

values into a single chart in which such coordinates exist ! While
looking at regularity question this assumption is very restrictive

as long as we don’t know that the harmonic map u is continuous
for instance. It is not excluded a priori that the weak harmonic

map u we are considering ”covers the whole target” even locally
in the domain.
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The main idea of Frederic Hélein was to extend the notion
of harmonic coordinates of Choquet-Bruhat by replacing it with

the more flexible harmonic or Coulomb orthonormal frame, no-
tion for which no localization in the target is needed anymore.

Precisely the Coulomb orthonormal frames are mappings e =
(e1, · · · , en) from the domain D2 into the orthonormal basis
of TuN

n minimizing the Dirichlet energy but for the covariant

derivatives Dg in the target :

∫

D2

n
∑

i=1

|Dgei|2 dx dy =

∫

D2

n
∑

i,k=1

|(ek,∇ei)|2 dx dy .

where (·, ·) denotes the canonical scalar product in Rm.

We will consider the case when Nn is a two-dimensional par-

allelizable manifold (i.e. admitting a global basis of tangent
vectors for the tangent space), namely a torus T 2 arbitrarily im-

mersed into Euclidean space Rm, for m large enough. The case
of the two-torus is distinguished. Indeed, in general, if a har-

monic map u takes its values in an immersed manifold Nn, then
it is possible to lift u to a harmonic map ũ taking values in a
parallelizable torus (S1)q of higher dimension. Accordingly, the

argument which we present below can be analogously extended
to a more general setting15.

Let u ∈ W 1,2(D2, T 2) satisfy weakly (VI.26). We equip T 2

with a global, regular, positive orthonormal tangent frame field
(ε1, ε2). Let ẽ := (ẽ1, ẽ2) ∈ W 1,2(D2,Rm × Rm) be defined by

the composition

ẽi(x, y) := εi(u(x, y)) .

The map (ẽ) is defined on D2 and it takes its values in the

15although the lifting procedure is rather technical. The details are presented in Lemma
4.1.2 from [He].
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tangent frame field to T 2. Define the energy

min
ψ∈W 1,2(D2,R)

∫

D2

|(e1,∇e2)|2 dx dy , (VII.26)

where (·, ·) is the standard scalar product on Rm, and

e1(x, y) + ie2(x, y) := eiψ(x,y) (ẽ1(x, y) + iẽ2(x, y)) .

We seek to optimize the map (ẽ) by minimizing this energy over

theW 1,2(D2)-maps taking values in the space of rotations of the
plane R2 ≃ Tu(x,y)T

2. Our goal is to seek a frame field as regular

as possible in which the harmonic map equation will be recast.
The variational problem (VII.26) is well-posed, and it further

admits a solution in W 1,2. Indeed, there holds

|(e1,∇e2)|2 = |∇ψ + (ẽ1,∇ẽ2)|2 .

Hence, there exists a unique minimizer in W 1,2 which satisfies

0 = div (∇ψ + (ẽ1,∇ẽ2)) = div((e1,∇e2)) . (VII.27)

A priori, (e1,∇e2) belongs to L2. But actually, thanks to the
careful selection brought in by the variational problem (VII.26),

we shall discover that the frame field (e1,∇e2) over D2 lies in
W 1,1, thereby improving the original L2 belongingness16. Be-

cause the vector field (e1,∇e2) is divergence-free, there exists
some function φ ∈ W 1,2 such that

(e1,∇e2) = ∇⊥φ . (VII.29)

16Further yet, owing to a result of Luc Tartar [Tar2], we know that W 1,1(D2) is contin-
uously embedded in the Lorentz space L2,1(D2), whose dual is the Marcinkiewicz weak-L2

space L2,∞(D2), whose definition was recalled in (VI.9). A measurable function f is an
element of L2,1(D2) whenever

∫ +∞

0

∣

∣

{

p ∈ D2 ; |f(p)| > λ
}∣

∣

1

2 dλ . (VII.28)
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On the other hand, φ satisfies by definition

−∆φ = (∇e1,∇⊥e2) =
m
∑

j=1

∂ye
j
1∂xe

j
2 − ∂xe

j
1∂ye

j
2 . (VII.30)

The right-hand side of this elliptic equation comprises only Ja-
cobians of elements of W 1,2. This configuration is identical to

those previously encountered in our study of the constant mean
curvature equation and of the equation of Sn-valued harmonic
maps. In order to capitalize on this particular structure, we call

upon an extension of Wente’s theorem VII.1 due to Coifman,
Lions, Meyer, and Semmes.

Theorem VII.3. [CLMS] Let a and b be two functions inW 1,2(D2),
and let φ be the unique solution in W 1,p

0 (D2), for 1 ≤ p < 2 , of

the equation






−∆φ = ∂xa ∂yb− ∂xb ∂ya in D2

φ = 0 on ∂D2 .
(VII.31)

Then φ lies in W 2,1 and

‖∇2φ‖L1(D2) ≤ C1 ‖∇a‖L2(D2) ‖∇b‖L2(D2) . (VII.32)

where C1 is a constant independent of a and b.17 ✷

Applying this result to the solution φ of (VII.30) then reveals
that (e1,∇e2) is indeed an element of W 1,1.

We will express the harmonic map equation (VI.26) in this

particular Coulomb frame field, distinguished by its increased

17Theorem VII.1 is a corollary of theorem VII.3 owing to the Sobolev embedding
W 2,1(D2) ⊂ W 1,2 ∩ C0 . In the same vein, theorem VII.3 was preceded by two inter-
mediary results. The first one, by Luc Tartar [Tar1], states that the Fourier transform of
∇φ lies in the Lorentz space L2,1, which also implies theorem VII.1. The second one, due
to Stefan Müller, obtains the statement of theorem VII.3 under the additional hypothesis
that the Jacobian ∂xa ∂yb− ∂xb ∂ya be positive.
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regularity. Note that (VI.26) is equivalent to






(∆u, e1) = 0

(∆u, e2) = 0
(VII.33)

Using the fact that

∂xu, ∂yu ∈ TuN
n = vec{e1, e2}

(∇e1, e1) = (∇e2, e2) = 0

(∇e1, e2) + (e1,∇e2) = 0

we obtain that (VII.33) may be recast in the form






div((e1,∇u)) = −(∇e2, e1) · (e2,∇u)

div((e2,∇u)) = (∇e2, e1) · (e1,∇u)
(VII.34)

On the other hand, there holds






rot((e1,∇u)) = −(∇⊥e2, e1) · (e2,∇u)

rot((e2,∇u)) = (∇⊥e2, e1) · (e1,∇u)
(VII.35)

We next proceed by introducing the Hodge decompositions in
L2 of the frames (ei,∇u), for i ∈ {1, 2}. In particular, there

exist four functions Ci and Di in W
1,2 such that

(ei,∇u) = ∇Ci +∇⊥Di .

SettingW := (C1, C2, D1, D2), the identities (VII.34) et (VII.35)
become

−∆W = Ω · ∇W , (VII.36)

where Ω is the vector field valued in the space of 4× 4 matrices
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defined by

Ω =



















0 −∇⊥φ 0 −∇φ

∇⊥φ 0 ∇φ 0

0 ∇φ 0 −∇⊥φ

−∇φ 0 ∇⊥φ 0



















(VII.37)

Since φ ∈ W 2,1, the following theorem VII.4 implies that
∇W , and hence ∇u, belong to Lp for some p > 2, thereby en-

abling the initialization of a bootstrapping argument analogous
to that previously encountered in our study of the CMC equa-

tion. This procedure yields that u lies in W 2,q for all q < +∞.
Owing to the standard Sobolev embedding theorem, it follows

that u ∈ C1,α, which concludes the proof of the desired theo-
rem VII.2 in the case when the target manifold of the harmonic
map u is the two-torus. ✷

Theorem VII.4. Let W be a solution in W 1,2(D2,Rn) of the
linear system

−∆W = Ω · ∇W , (VII.38)

where Ω is a W 1,1 vector field on D2 taking values in the space
of n× n matrices. Then W belongs to W 1,p(B1/2(0)), for some

p > 2. In particular, W is Hölder continuous18 19. ✷

Proof of theorem VII.4.
18The statement of theorem VII.4 is optimal. To see this, consider u = log log 1/r =W .

One verifies easily that u ∈ W 1,2(D2, T 2) satisfies weakly (VI.26). Yet, Ω ≡ ∇u fails to
be W 1,1, owing to

∫ 1

0

dr

r log 1
r

= +∞ .

19The hypothesis Ω ∈W 1,1 may be replaced by the condition that Ω ∈ L2,1.
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Just as in the proof of the regularity of solutions of the CMC
equation, we seek to obtain a Morrey-type estimate via the ex-

istence of some constant α > 0 such that

sup
p∈B1/2(0) , 0<ρ<1/4

ρ−α
∫

Bρ(p)

|∆W | < +∞ . (VII.39)

The statement of the theorem is then a corollary of an inequality

involving Riesz potentials (cf. [Ad] and the CMC equation case
on page 28 above).

Let ε0 > 0 be some constant whose size shall be in due time
adjusted to fit our needs. There exists some radius ρ0 such that

for every r < ρ0 and every point p ∈ B1/2(0), there holds

‖Ω‖L2,1(Br(p)) < ε0 .

Note that we have used the aforementioned continuous injection
W 1,1 ⊂ L2,1.

Henceforth, we consider r < ρ0. On Br(p), we introduce the

decomposition W = Φ+ V , with






∆Φ = Ω · ∇W in Br(p)

Φ = 0 on ∂Br(p) .

A classical result on Riesz potentials (cf. [Ad]) grants the exis-
tence of a constant C0 independent of r and such that

‖∇Φ‖L2,∞(Br(p)) ≤ C0

∫

Br(p)

|Ω · ∇W |

≤ C0‖Ω‖L2,1(Br(p)) ‖∇W‖L2,∞(Br(p))

≤ C0 ε0 ‖∇W‖L2,∞(Br(p))

(VII.40)

As for the function V , since it is harmonic, we can call upon

73



lemma VII.1 to deduce that for every 0 < δ < 1 there holds

‖∇V ‖2L2,∞(Bδr(p))
≤ ‖∇V ‖2L2(Bδr(p))

≤
(

4δ

3

)2

‖∇V ‖2L2(B3r/4(p))

≤ C1

(

4δ

3

)2

‖∇V ‖2L2,∞(Br(p))
,

(VII.41)

where C1 is a constant independent of r. Indeed, the L2,∞-norm
of a harmonic function on the unit ball controls all its other
norms on balls of radii inferior to 3/4.

We next choose δ independent of r and so small as to have
C1

(

4δ
3

)2
< 1/16. We also adjust ε0 to satisfy C0ε0 < 1/8. Then,

combining (VII.40) and (VII.41) yields the following inequality

‖∇W‖L2,∞(Bδr(p)) ≤
1

2
‖∇W‖L2,∞(Br(p)) , (VII.42)

valid for all r < ρ0 and all p ∈ B1/2(0).
Just as in the regularity proof for the CMC equation, the latter

is iterated to eventually produce the estimate

sup
p∈B1/2(0) , 0<ρ<1/4

ρ−α‖∇W‖L2,∞(Bρ(p)) < +∞ . (VII.43)

Calling once again upon the duality L2,1 − L2,∞, and upon the
upper bound on ‖Ω‖L2,1(D2) provided in (VII.43), we infer that

sup
p∈B1/2(0) , 0<ρ<1/4

ρ−α‖Ω · ∇W‖L1(Bρ(p)) < +∞ , (VII.44)

thereby giving (VII.39). This concludes the proof of the desired
statement. ✷
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VIII A proof of Heinz-Hildebrandt’s regular-

ity conjecture.

The methods which we have used up to now to approach Hilde-

brandt’s conjecture and obtain the regularity of W 1,2 solutions
of the generic system

∆u+A(u)(∇u,∇u) = H(u)(∇⊥u,∇u) (VIII.1)

rely on two main ideas:

i) recast, as much as possible, quadratic nonlinear terms as
linear combinations of Jacobians or as null forms ;

ii) project equation (VIII.1) on a moving frame (e1 · · · en) sat-
isfying the Coulomb gauge condition

∀i, j = 1 · · ·m div((ej,∇ei)) = 0 .

Both approaches can be combined to establish the Hölder conti-
nuity of W 1,2 solutions of (VIII.1) when the target manifold Nn

is C2, and when the prescribed mean curvature H is Lipschitz
continuous (see [Bet1], [Cho], and [He]). Seemingly, these are

the weakest possible hypotheses required to carry out the above
strategy.

However, to fully solve Heinz-Hildebrandt’s conjecture, one

must replace the Lipschitzean condition on H by its being an
element of L∞. This makes quite a difference !

Despite its evident elegance and verified usefulness, Hélein’s

moving frames method suffers from a relative opacity:20 what
20Yet another drawback of the moving frames method is that it lifts an Nn-valued

harmonic map, with n > 2, to another harmonic map, valued in a parallelizable manifold
(S1)q of higher dimension. This procedure requires that Nn have a higher regularity
than the “natural” one (namely, C5 in place of C2). It is only under this more stringent
assumption that the regularity of Nn-valued harmonic maps was obtained in [Bet2] and
[He]. The introduction of Schrödinger systems with antisymmetric potentials in [RiSt]
enabled to improve these results.
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makes nonlinearities of the form

A(u)(∇u,∇u)−H(u)(∇⊥u,∇u) ,

so special and more favorable to treating regularity/compactness
matters than seemingly simpler nonlinearities, such as

|∇u|2 ,

which we encountered in Section 1 ?

The moving frames method does not address this question.

We consider a weakly harmonic map u with finite energy, on
D2 and taking values in a regular oriented closed submanifold

Nn ⊂ Rn+1 of codimension 1. We saw at the end of Section 2
that u satisfies the equation

−∆u = ν(u) ∇(ν(u)) · ∇u , (VIII.2)

where ν is the normal unit-vector to Nn relative to the orienta-
tion of Nn.

In local coordinates, (VIII.2) may be recast as

−∆ui = ν(u)i
n+1
∑

j=1

∇(ν(u))j · ∇uj ∀ i = 1 · · ·n+ 1 .

(VIII.3)
In this more general framework, we may attempt to adapt Hélein’s
operation which changes (VII.24) into (VII.25). The first step

of this process is easily accomplished. Indeed, since ∇u is or-
thogonal to ν(u), there holds

n+1
∑

j=1

νj(u)∇uj = 0 .

Substituting this identity into (VIII.4) yields another equiva-
lent formulation of the equation satisfies by Nn-valued harmonic
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maps, namely

−∆ui =

n+1
∑

j=1

(

ν(u)i ∇(ν(u))j − ν(u)j ∇(ν(u))i
)

· ∇uj .

(VIII.4)

On the contrary, the second step of the process can not a priori
be extended. Indeed, one cannot justify that the vector field

ν(u)i ∇(ν(u))j − ν(u)j ∇(ν(u))i

is divergence-free. This was true so long as Nn was the sphere

Sn, but it fails so soon as the metric is ever so slightly perturbed.
What remains however robust is the antisymmetry of the matrix

Ω :=
(

ν(u)i ∇(ν(u))j − ν(u)j ∇(ν(u))i
)

i,j=1···n+1
. (VIII.5)

It turns out that the antisymmetry of Ω lies in the heart of

the problem we have been tackling in these lecture notes. The
following result sheds some light onto this claim.

Theorem VIII.1. [Riv1] Let Ω be a vector field in L2(∧1D2 ⊗
so(m)), thus takings values in the space antisymmetric m ×m

matrices so(m). Suppose that u is a map in W 1,2(D2,Rm) sat-
isfying the equation21

−∆u = Ω · ∇u in D′(D2) . (VIII.6)

Then there exists some p > 2 such that u ∈ W 1,p
loc (D

2,Rm). In

particular, u is Hölder continuous. ✷

Prior to delving into the proof of this theorem, let us first ex-

amine some of its implications towards answering the questions
we aim to solve.

21In local coordinates, (VIII.6) reads

−∆ui =

m
∑

j=1

Ωi
j · ∇uj ∀ i = 1 · · ·m .

77



First of all, it is clear that theorem VIII.1 is applicable to the
equation (VIII.4) so as to yield the regularity of harmonic maps

taking values in a manifold of codimension 1.

Another rather direct application of theorem VIII.1 deals
with the solutions of the prescribed mean curvature equation

in R3,

∆u = 2H(u) ∂xu× ∂yu dans D′(D2) .

This equation can be recast in the form

∆u = H(u)∇⊥u×∇u ,

Via introducing

Ω := H(u)











0 −∇⊥u3 ∇⊥u2

∇⊥u3 0 −∇⊥u1

−∇⊥u2 ∇⊥u1 0











we observe successively that Ω is antisymmetric, that it belongs
to L2 whenever H belongs to L∞, and that u satisfies (VIII.6).

The hypotheses of theorem VIII.1 are thus all satisfied, and so
we conclude that that u is Hölder continuous.

This last example outlines clearly the usefulness of theo-

rem VIII.1 towards solving Heinz-Hildebrandt’s conjecture. Namely,
it enables us to weaken the Lipschitzean assumption on H found

in previous works ([Hei1], [Hei2], [Gr2], [Bet1], ...), by only re-
quiring that H be an element of L∞. This is precisely the con-

dition stated in Hildebrandt’s conjecture. By all means, we are
in good shape.

In fact, Hildebrandt’s conjecture will be completely resolved

with the help of the following result.
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Theorem VIII.2. [Riv1] Let Nn be an arbitrary closed oriented
C2-submanifold of Rm, with 1 ≤ n < m, and let ω be a C1 two-

form on Nn. Suppose that u is a critical point in W 1,2(D2, Nn)
of the energy

Eω(u) =
1

2

∫

D2

|∇u|2(x, y) dx dy + u∗ω .

Then u fulfills all of the hypotheses of theoreme VIII.1, and

therefore is Hölder continuous. ✷

Proof of theorem VIII.2.

The critical points of Eω satisfy the equation (VI.25), which,

in local coordinates, takes the form

∆ui = −
m
∑

j,k=1

H i
jk(u) ∇⊥uk · ∇uj −

m
∑

j,k=1

Ai
jk(u) ∇uk · ∇uj ,

(VIII.7)

for i = 1 · · ·m. Denoting by (εi)i=1···m the canonical basis of Rm,
we first observe that since

H i
jk(z) = dωz(εi, εjεk)

the antisymmetry of the 3-forme dω yields for every z ∈ Rm the

identity H i
jk(z) = −Hj

ik(z). Then, (VIII.7) becomes

∆ui = −
m
∑

j,k=1

(H i
jk(u)−Hj

ik(u))∇⊥uk·∇uj−
m
∑

j,k=1

Ai
jk(u)∇uk·∇uj .

(VIII.8)
On the other hand, A(u)(U, V ) is orthogonal to the tangent

plane for every choice of vectors U et V 22. In particular, there

22Rigorously speaking, A is only defined for pairs of vectors which are tangent to the
surface. Nevertheless, A can be extended to all pairs of vectors in Rm in a neighborhood
of Nn by applying the pull-back of the projection on Nn. This extension procedure is
analogous to that outlined on page 18.
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holds

m
∑

j=1

Aj
ik ∇uj = 0 ∀ i, k = 1 · · ·m . (VIII.9)

Inserting this identity into (VIII.8) produces

∆ui = −
m
∑

j,k=1

(H i
jk(u)−Hj

ik(u)) ∇⊥uk · ∇uj

−
m
∑

j,k=1

(Ai
jk(u)−Aj

ik(u)) ∇uk · ∇uj .

(VIII.10)

The m×m matrix Ω := (Ωi
j)i,j=1···m defined via

Ωi
j :=

m
∑

k=1

(H i
jk(u)−Hj

ik(u))∇⊥uk+
m
∑

k=1

(Ai
jk(u)−Aj

ik(u))∇uk ,

is evidently antisymmetric, and it belongs to L2. With this nota-

tion, (VIII.10) is recast in the form (VIII.6), and thus all of the
hypotheses of theorem VIII.1 are fulfilled, thereby concluding

the proof of theorem VIII.2. ✷

On the conservation laws for Schrödinger systems with

antisymmetric potentials.

Per the above discussion, there only remains to establish the-

orem VIII.1 in order to reach our goal. To this end, we will
express the Schrödinger systems with antisymmetric potentials
in the form of conservation laws. More precisely, we have

Theorem VIII.3. [Riv1] Let Ω be a matrix-valued vector field

on D2 in L2(∧1D2, so(m)). Suppose that A and B are two W 1,2

functions on D2 taking their values in the same of square m×m
matrices which satisfy the equation

∇A− AΩ = −∇⊥B . (VIII.11)
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If A is almost everywhere invertible, and if it has the bound

‖A‖L∞(D2) + ‖A−1‖L∞(D2) < +∞ , (VIII.12)

then u is a solution of the Schrödinger system (VIII.6) if and

only if it satisfies the conservation law

div(A∇u−B∇⊥u) = 0 . (VIII.13)

If (VIII.13) holds, then u ∈ W 1,p
loc (D

2,Rm) for any 1 ≤ p <

+∞, and therefore u is Hölder continuous in the interior of D2,
C0,α
loc (D

2) for any α < +∞ . ✷

We note that the conservation law (VIII.13), when it exists,

generalizes the conservation laws previously encountered in the
study of problems with symmetry, namely:

1) In the case of the constant mean curvature equation, the

conservation law (VII.1) is (VIII.13) with the choice

Aij = δij ,

and

B =











0 −H u3 H u2

H u3 0 −H u1

−H u2 H u1 0











2) In the case of Sn-valued harmonic maps, the conservation
law (VII.25) is (VIII.13) for

Aij = δij ,

and B = (Bi
j) with

∇⊥Bi
j = ui∇uj − uj ∇ui .

The ultimate part of this section will be devoted to construct-
ing A and B, for any given antisymmetric Ω, with sufficiently
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small L2-norms (cf. theorem VIII.4 below). As a result, all co-
ercive conformally invariant Lagrangians with quadratic growth

will yield conservation laws written in divergence form. This
is quite an amazing fact. Indeed, while in cases of the CMC

and Sn-valued harmonic map equations the existence of conser-
vation laws can be explained by Noether’s theorem23, one may
wonder which hidden symmetries yield the existence of

the general divergence form (VIII.13) ? This profound
question shall unfortunately not be addressed here.

Prior to constructing A and B in the general case, we first

establish theorem VIII.3.

Proof of theorem VIII.3.

The first part of the theorem is the result of the elementary
calculation,

div(A∇u− B∇⊥u) = A∆u+∇A · ∇u−∇B · ∇⊥u

= A ∆u+ (∇A+∇⊥B) · ∇u

= A(∆u+ Ω · ∇u) = 0

Regularity matters are settled as follows. Just as in the previ-

ously encountered problems, we seek to employ a Morrey-type
argument via the existence of some constant α > 0 such that

sup
p∈B1/2(0) , 0<ρ<1/4

ρ−α
∫

Bρ(p)

|∆u| < +∞ . (VIII.14)

The fact that ∇u belongs to Lploc(D
2) for some p > 2 is then

deduced through calling upon the inequalities in [Ad], exactly

in the same manner as we previously outlined. Finally once we
know that ∇u belongs to Lploc(D

2) for some p > 2 we deduce

23roughly speaking, symmetries give rise to conservation laws. In both the CMC and
Sn-harmonic map equations, the said symmetries are tantamount to the corresponding
Lagrangians being invariant under the group of isometries of the target space Rm.
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the whole regularity result stated in the theorem by using the
following lemma.

Lemma VIII.1. Let m ∈ N \ {0} and u ∈ W 1,p
loc (D

2,Rm) for
some p > 2 satisfying

−∆u = Ω · ∇u
where24 Ω ∈ L2(D2,Mm(R) ⊗ R2) then u ∈ W 1,q

loc (D
2,Rm) for

any q < +∞. ✷

Let ε0 > 0 be some constant whose value will be adjusted in

due time to fit our needs. There exists a radius ρ0 such that for
every r < ρ0 and every point p dans B1/2(0), there holds

∫

Br(p)

|∇A|2 + |∇B|2 < ε0 . (VIII.15)

Henceforth, we consider only radii r < ρ0.

Note that A∇u satisfies the elliptic system






div(A∇u) = ∇B · ∇⊥u = ∂yB ∂xu− ∂xB ∂yu

rot(A∇u) = −∇A · ∇⊥u = ∂xA∂yu− ∂yA∂xu

We proceed by introducing on Br(p) the linear Hodge decompo-

sition in L2 of A∇u. Namely, there exist two functions C and
D, unique up to additive constants, elements ofW 1,2

0 (Br(p)) and

W 1,2(Br(p)) respectively, and such that

A∇u = ∇C +∇⊥D . (VIII.16)

To see why such C and D do indeed exist, consider first the

equation






∆C = div(A∇u) = ∂yB ∂xu− ∂xB ∂yu

C = 0 .
(VIII.17)

24Observe that in this lemma no antisymmetry assumption is made for Ω which is an
arbitrary m×m−matrix valued L2−vectorfield on D2.
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Wente’s theorem (VII.1) guarantees that C lies in W 1,2, and
moreover

∫

D2

|∇C|2 ≤ C0

∫

D2

|∇B|2
∫

D2

|∇u|2 . (VIII.18)

By construction, div(A∇u− ∇C) = 0. Poincaré’s lemma thus
yields the existence of D in W 1,2 with ∇⊥D := A∇u−∇C, and

∫

D2

|∇D|2 ≤ 2

∫

D2

|A∇u|2 + |∇C|2

≤ 2‖A‖∞
∫

D2

|∇u|2 + 2C0

∫

D2

|∇B|2
∫

D2

|∇u|2 .

(VIII.19)
The function D satisfies the identity

∆D = −∇A · ∇⊥u = ∂xA∂yu− ∂yA∂xu .

Just as we did in the case of the CMC equation, we introduce
the decomposition D = φ+ v, with φ fulfilling







∆φ = ∂xA∂yu− ∂yA∂xu in Br(p)

φ = 0 on ∂Br(p) ,
(VIII.20)

and with v being harmonic. Once again, Wente’s theorem VII.1
gives us the estimate

∫

Br(p)

|∇φ|2 ≤ C0

∫

Br(p)

|∇A|2
∫

Br(p)

|∇u|2 . (VIII.21)

The arguments which we used in the course of the regularity
proof for the CMC equation may be recycled here so as to obtain

the analogous version of (VII.16), only this time on the ball
Bδr(p), where 0 < δ < 1 will be adjusted in due time. More

precisely, we find
∫

Bδr(p)

|∇D|2 ≤ 2δ2
∫

Br(p)

|∇D|2

+3

∫

Br(p)

|∇φ|2 .

(VIII.22)
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Bringing altogether (VIII.15), (VIII.18), (VIII.19), (VIII.21) et
(VIII.22) produces

∫

Bδr(p)

|A∇u|2 ≤ 3δ2
∫

Br(p)

|A∇u|2

+C1 ε0

∫

Br(p)

|∇u|2
(VIII.23)

Using the hypotheses that A and A−1 are bounded in L∞, it
follows from (VIII.23) that for all 1 > δ > 0, there holds the

estimate
∫

Bδ r(p)

|∇u|2 ≤ 3‖A−1‖∞ ‖A‖∞δ2
∫

Br(p)

|∇u|2

+C1 ‖A−1‖∞ε0
∫

Br(p)

|∇u|2 .

(VIII.24)

Next, we choose ε0 and δ strictly positive, independent of r et
p, and such that

3‖A−1‖∞ ‖A‖∞δ2 + C1 ‖A−1‖∞ε0 =
1

2
.

For this particular choice of δ, we have thus obtained the in-
equality

∫

Bδ r(p)

|∇u|2 ≤ 1

2

∫

Br(p)

|∇u|2 .

Iterating this inequality as in the previous regularity proofs
yields the existence of some constant α > 0 for which

sup
p∈B1/2(0) , 0<ρ<1/4

ρ−2α

∫

Bρ(p)

|∇u|2 < +∞ .

Since |∆u| ≤ |Ω| |∇u|, the latter gives us (VIII.14), thereby

concluding the proof of theorem VIII.3. ✷

There only now remains to establish the existence of the func-

tions A and B in W 1,2 satisfying the equation (VIII.11) and the
hypothesis (VIII.12).
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The construction of conservation laws for systems
with antisymmetric potentials, and the proof of theo-

rem VIII.1.

The following result, combined to theorem VIII.3, implies
theorem VIII.1, itself yielding theorem VIII.2, and thereby pro-

viding a proof of Hildebrandt’s conjecture, as we previously ex-
plained.

Theorem VIII.4. [Riv1] There exists a constant ε0(m) > 0
depending only on the integer m, such that for every vector field
Ω ∈ L2(D2, so(m)) with

∫

D2

|Ω|2 < ε0(m) , (VIII.25)

it is possible to construct A ∈ L∞(D2, Glm(R)) ∩W 1,2 and B ∈
W 1,2(D2,Mm(R)) with the properties

i)
∫

D2

|∇A|2 + ‖dist(A, SO(m))‖L∞(D2) ≤ C(m)

∫

D2

|Ω|2 ,

(VIII.26)

ii)
div (∇ΩA) := div (∇A− AΩ) = 0 , (VIII.27)

where C(m) is a constant depending only on the dimension m.

✷

Prior to delving into the proof of theorem VIII.4, a few com-
ments and observations are in order.

Glancing at the statement of the theorem, one question naturally
arises: why is the antisymmetry of Ω so important ?

It can be understood as follow.
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In the simpler case when Ω is divergence-free, we can write Ω
in the form

Ω = ∇⊥ξ ,

for some ξ ∈ W 1,2(D2, so(m)). In particular, the statement of

theorem VIII.4 is settled by choosing

Aij = δij and Bij = ξij . (VIII.28)

Accordingly, it seems reasonable in the general case to seek
a solution pair (A,B) which comes as “close” as can be to
(VIII.28). A first approach consists in performing a linear

Hodge decomposition in L2 of Ω. Hence, for some ξ and
P in W 1,2, we write

Ω = ∇⊥ξ −∇P . (VIII.29)

In this case, we see that if A exists, then it must satisfy the

equation

∆A = ∇A · ∇⊥ξ − div(A∇P ) . (VIII.30)

This equation is critical in W 1,2. The first summand ∇A · ∇⊥ξ
on the right-hand side of (VIII.30) is a Jacobian. This is a de-

sirable feature with many very good analytical properties, as
we have previously seen. In particular, using integration by

compensation (Wente’s theorem VII.1), we can devise a boot-
strapping argument beginning in W 1,2. On the other hand, the

second summand div(A∇P ) on the right-hand side of (VIII.30)
displays no particular structure. All which we know about it,
is that A should a-priori belong to W 1,2. But this space is not

embedded in L∞, and so we cannot a priori conclude that A∇P
lies in L2, thereby obstructing a successful analysis...

However, not all hope is lost for the antisymmetric struc-
ture of Ω still remains to be used. The idea is to perform
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a nonlinear Hodge decomposition25 in L2 of Ω. Thus, let
ξ ∈ W 1,2(D2, so(m)) and P be a W 1,2 map taking values in

the group SO(m) of proper rotations of Rm, such that

Ω = P ∇⊥ξ P−1 −∇P P−1 . (VIII.31)

At first glance, the advantage of (VIII.31) over (VIII.30) is not

obvious. If anything, it seems as though we have complicated
the problem by having to introduce left and right multiplica-
tions by P and P−1. On second thought, however, since rota-

tions are always bounded, the map P in (VIII.31) is an element
of W 1,2 ∩ L∞, whereas in (VIII.30), the map P belonged only

to W 1,2. This slight improvement will actually be sufficient to
successfully carry out our proof. Furthermore, (VIII.31) has yet

another advantage over (VIII.30). Indeed, whenever A and B
are solutions of (VIII.27), there holds

∇∇⊥ξ(AP ) = ∇(AP )− (AP )∇⊥ξ

= ∇AP + A∇P −AP (P−1ΩP + P−1∇P )

= (∇ΩA)P = −∇⊥B P .

Hence, via setting Ã := AP , Ã, we find

∆Ã = ∇Ã · ∇⊥ξ +∇⊥B · ∇P . (VIII.32)

Unlike (VIII.30), the second summand on the right-hand side of
(VIII.32) is a linear combination of Jacobians of terms which lie
inW 1,2. Accordingly, calling upon theorem VII.1, we can control

Ã in L∞ ∩ W 1,2. This will make a bootstrapping argument
possible.

One point still remains to be verified. Namely, that the non-

linear Hodge decomposition (VIII.31) does exist. This can be
accomplished with the help of a result of Karen Uhlenbeck26.

25which is tantamount to a change of gauge.
26In reality, this result, as it is stated here, does not appear in the original work of Uh-

lenbeck. In [Riv1], it is shown how to deduce theorem VIII.5 from Uhlenbeck’s approach.
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Theorem VIII.5. [Uhl], [Riv1] Let m ∈ N. There are two
constants ε(m) > 0 and C(m) > 0, depending only on m, such

that for each vector field Ω ∈ L2(D2, so(m)) with
∫

D2

|Ω|2 < ε(m) ,

there exist ξ ∈ W 1,2(D2, so(m)) and P ∈ W 1,2(D2, SO(m)) sat-
isfying

Ω = P ∇⊥ξ P−1 −∇P P−1 , (VIII.33)

ξ = 0 on ∂D2 , (VIII.34)

and
∫

D2

|∇ξ|2 +
∫

D2

|∇P |2 ≤ C(m)

∫

D2

|Ω|2 . (VIII.35)

✷

Proof of theorem VIII.4.
Let P and ξ be as in theorem VIII.5. To each A ∈ L∞ ∩

W 1,2(D2,Mm(R)) we associate Ã = AP . Suppose that A and
B are solutions of (VIII.27). Then Ã and B satisfy the elliptic

system






∆Ã = ∇Ã · ∇⊥ξ +∇⊥B · ∇P

∆B = −div(Ã∇ξ P−1) +∇⊥Ã · ∇P−1 .
(VIII.36)

We first consider the invertible elliptic system














































∆Ã = ∇Â · ∇⊥ξ +∇⊥B̂ · ∇P

∆B = −div(Â∇ξ P−1) +∇⊥Â · ∇P−1

∂Ã

∂ν
= 0 and B = 0 on ∂D2

∫

D2

Ã = π2 Idm

(VIII.37)
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where Â and B̂ are arbitrary functions in L∞ ∩ W 1,2 and in

W 1,2 respectively. An analogous version27 of theorem VII.1 with
Neuman boundary conditions in place of Dirichlet conditions, we

deduce that the unique solution (Ã, B) of (VIII.36) satisfies the
estimates
∫

D2

|∇Ã|2 + ‖Ã− Idm‖2∞ ≤ C

∫

D2

|∇Â|2
∫

D2

|∇ξ|2

+C

∫

D2

|∇B̂|2
∫

D2

|∇P |2 ,

(VIII.38)
and
∫

D2

|∇(B̃ −B0)|2 ≤ C ‖Â− Idm‖2∞
∫

D2

|∇ξ|2

+C

∫

D2

|∇Â|2
∫

D2

|∇P |2 ,

(VIII.39)

where B0 is the solution in W 1,2 of






∆B0 = −div(∇ξ P−1) in D2

B0 = 0 on ∂D2
(VIII.40)

Hence, if
∫

D2

|∇P |2 + |∇ξ|2

is sufficiently small (this can always be arranged owing to (VIII.35)
and the hypothesis (VIII.25)), then a standard fixed point argu-

ment in the space
(

L∞∩W 1,2(D2,Mm(R))
)

×W 1,2(D2,Mm(R))

27whose proof is left as an exercise.
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yields the existence of the solution (Ã, B) of the system














































∆Ã = ∇Ã · ∇⊥ξ +∇⊥B · ∇P

∆B = −div(Ã∇ξ P−1) +∇⊥Ã · ∇P−1

∂Ã

∂ν
= 0 and B = 0 on ∂D2

∫

D2

Ã = π2 Idm

(VIII.41)

By construction, this solution satisfies the estimate (VIII.26)

with A = Ã P−1.

The proof of theorem VIII.4 will then be finished once it is

established that (A,B) is a solution of (VIII.27).

To do so, we introduce the following linear Hodge decompo-
sition in L2 :

∇Ã− Ã∇⊥ξ +∇⊥B P = ∇C +∇⊥D

where C = 0 on ∂D2. The first equation in (VIII.41) states

that ∆C = 0, so that C ≡ 0 sur D2. The second equation
in (VIII.41) along with the boundary conditions imply that D

satisfies






div(∇D P−1) = 0 in ∂D2

D = 0 on ∂D2 .
(VIII.42)

Thus, there exists E ∈ W 1,2(D2,Mn(R)) such that










−∆E = ∇⊥D · ∇P−1 in D2

∂E

∂ν
= 0 on ∂D2

(VIII.43)
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The analogous version of theorem VII.1 with Neuman boundary
conditions yields the estimate

∫

D2

|∇E| ≤ C0

∫

D2

|∇D|2
∫

D2

|∇P−1|2 . (VIII.44)

Moreover, because ∇D = ∇⊥E P , there holds |∇D| ≤ |∇E|.
Put into (VIII.44), this shows that if

∫

D2 |∇P |2 is chosen suf-
ficiently small (i.e. for ε0(m) in (VIII.25) small enough), then

D ≡ 0. Whence, we find

∇Ã− Ã∇⊥ξ +∇⊥B P = 0 in D2 ,

thereby ending the proof of theorem VIII.4. ✷
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IX A PDE version of the constant variation

method for Schrödinger Systems with anti-

symetric potentials.

In this part we shall look at various, a-priori critical, elliptic
systems with antisymmetric potentials and extend the approach

we developed in the previous section in order to establish their
hidden sub-critical nature. Before to do so we will look at what

we have done so far from a different perspective than the one
suggested by the ”gauge theoretic” type arguments we used.

In 2 dimension, in order to prove the sub-criticality of the
system

−∆u = Ω · ∇u , (IX.45)

where u ∈ W 1,2(D2,Rm) and Ω ∈ L2(∧1D2, so(m)) - sub-criticality
meaning that the fact that u solves (IX.45) imply that it is in

fact more regular than the initial assumption u ∈ W 1,2 - we
proceeded as follows : we first constructed a solution of the

equation
div(∇P P−1) = div(P ΩP−1) , (IX.46)

and multiplying ∇u by the rotation P in the equation (IX.45)
we obtain that it is equivalent to

−div(P ∇u) = ∇⊥ξ · P ∇u , (IX.47)

where

∇⊥ξ := −∇P P−1 + P ΩP−1

Then in order to have a pure Jacobian in the r.h.s to (IX.47)
we looked for a replacement of P by a perturbation of the form

A := (id+ ǫ) P where ǫ is a m×m matrix valued map hopefully
small in L∞ ∩W 1,2. This is obtained by solving the following
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well posed problem in W 1,2 ∩ L∞ - due to Wente’s theorem -






div(∇ε P ) = div((id+ ε) ∇⊥ξ P ) in D2

ε = 0 on ∂D2
(IX.48)

Posing∇⊥B := ∇ε P−(id+ε)∇⊥ξ P equation (IX.45) becomes

equivalent to
−div(A∇u) = ∇⊥B · ∇u . (IX.49)

Trying now to reproduce this procedure in one space dimen-

sion leads to the following. We aim to solve

−u′′ = Ω u′ (IX.50)

where u : [0, 1] → Rm and Ω : [0, 1] → so(m). We

then construct a solution P to (IX.47) which in one dimension
becomes

(P ′ P−1)′ = (P ΩP−1)′ .

A special solution is given by P solving

P−1 P ′ = Ω (IX.51)

Computing now (Pu′)′ gives the 1-D analogue of (IX.47) which
is

(Pu′)′ = 0 , (IX.52)

indeed the curl operator in one dimension is trivial, and jaco-

bians too, since curl-like vector fields corresponds to functions
f satisfying div f = f ′ = 0 and then can be taken equal to zero.
At this stage it is not necessary to go to the ultimate step and

perturb P into (id + ε)P since the r.h.s of (IX.52) is already a
pure 1D jacobian (that is zero !) and since we have succeeded

in writing equation (IX.50) in conservative form.

The reader has then noticed that the 1-D analogue of our
approach to write equation (IX.45) in conservative form is the
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well known variation of the constant method : a solution is
constructed to some auxiliary equation - (IX.46) or (IX.51) -

which has been carefully chosen in order to absorb the ”worst”
part of the r.h.s. of the original equation while comparing our

given solution to the constructed solution of the auxiliary equa-
tion.

We shall then in the sequel forget the geometrical interpreta-
tion of the auxiliary equation (VIII.33) in terms of gauge theory

that we see as being specific to the kind of equation (IX.45) we
were looking at and keep the general philosophy of the classi-

cal variation of the constant method for Ordinary Differential
Equations that we are now extending to other classes of Partial

Differential Equations different from (IX.45).

We establish the following result.

Theorem IX.6. [Riv2] Let n > 2 and m ≥ 2 there exists ε0 > 0
and C > 0 such that for any Ω ∈ Ln/2(Bn, so(m)) there exists

A ∈ L∞ ∩W 2,n/2(Bn, Glm(R) satisfying

i)
‖A‖W 2,n/2(Bn) ≤ C ‖Ω‖Ln/2(Bn) , (IX.53)

ii)

∆A+ AΩ = 0 . (IX.54)

Moreover for any map v in Ln/(n−2)(Bn,Rm)

−∆v = Ω v ⇐⇒ div (A∇v −∇Av) = 0 (IX.55)

and we deduce that v ∈ L∞
loc(B

n). ✷

Remark IX.1. Again the assumptions v ∈ Ln/(n−2)(Bn,Rm)

and Ω ∈ Ln/2(Bn, so(m)) make equation (IX.55) critical in di-
mension n : Inserting this information in the r.h.s. of (IX.55)
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gives ∆v ∈ L1 which implies in return v ∈ L
n/(n−2),∞
loc , which

corresponds to our definition of being critical for an elliptic sys-
tem.

Remark IX.2. We have then been able to write critical systems
of the kind −∆v = Ω v in conservative form whenever Ω is

antisymmetric. This ”factorization of the divergence” operator
is obtain through the construction of a solution A to the auxiliary

equation ∆A+AΩ = 0 exactly like in the constant variation
method in 1-D, a solution to the auxiliary equation A′′+AΩ =
0 permits to factorize the derivative in the ODE given by −z′′ =
Ω z which becomes, after multiplication by A : (Az′−A′ z)′ = 0.

Proof of theorem IX.6 for n = 4.

The goal again here, like in the previous sections, is to estab-
lish a Morrey type estimate for v that could be re-injected in the

equation and converted into an Lqloc due to Adams result in [Ad].

We shall look for some map P from B4 into the space SO(m)
solving some ad-hoc auxiliary equation. Formal computation -
we still don’t kow which regularity for P we should assume at

this stage - gives

−∆(P v) = −∆P v − P∆v − 2∇P · ∇v

=
(

∆P P−1 + P ΩP−1
)

Pv

−2 div(∇P P−1 Pv) .

(IX.56)

In view of the first term in the r.h.s. of equation (IX.56) it is

natural to look for ∆P having the same regularity as Ω that is
L2. Hence we are looking for P ∈ W 2,2(B4, SO(m)). Under such
an assumption the second term in the r.h.s. is not problematic

while working in the function space L2 for v indeed, standard
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elliptic estimates give

‖∆−1
0

(

div(∇P P−1 Pv)
)

‖L2(B4) ≤ ‖∇P‖L4(B4) ‖v‖L2(B4)

(IX.57)

where ∆−1
0 is the map which to f in W−1,4/3 assigns the func-

tion u in W 1,4/3(B4) satisfying ∆u = f and equal to zero on the

boundary of B4. Hence, if we localize in space that ensures that
‖∇P‖L4(B4) is small enough, the contribution of the second term

of the r.h.s. of (IX.56) can be ”absorbed” in the l.h.s. of (IX.56)
while working with the L2 norm of v.

The first term in the r.h.s. of (IX.56) is however problematic
while intending to work with the L2 norm of v. It is indeed only

in L1 and such an estimate does not give in return an L2 control
of v. It is then tempting to look for a map P solving an auxiliary

equation in such a way that this term vanishes. Unfortunately
such a hope cannot be realized due to the fact that when P is a

map into the rotations

P ΩP−1 ∈ so(m) but a-priori ∆P P−1 /∈ so(m) .

The idea is then to cancel ”as much as we can” in the first term
of the r.h.s. of (IX.56) by looking at a solution to the following

auxiliary equation28 :

ASym(∆P P−1) + P ΩP−1 = 0 (IX.58)

where ASym(∆P P−1) is the antisymmetric part of ∆P P−1

given by

ASym(∆P P−1) :=
1

2

(

∆P P−1 − P ∆P−1
)

.

Precisely the following proposition holds

28which does not have, to our knowledge, a geometric relevant interpretation similar to
the Coulomb Gauge extraction we used in the previous section.
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Proposition IX.1. There exists ε0 > 0 and C > 0 such that
for any Ω ∈ L2(B4, so(m)) satisfying ‖Ω‖L2 < ε0 there exists

P ∈ W 2,2(B4, SO(m)) such that

ASym(∆P P−1) + P ΩP−1 = 0 ,

and
‖∇P‖W 1,2(B4) ≤ C ‖Ω‖L2(B4) . (IX.59)

✷

Taking the gauge P given by the previous proposition and

denoting w := P v the system (IX.56) becomes

LPw := −∆w − (∇P P−1)2 w + 2 div(∇P P−1 w) = 0 ,
(IX.60)

where we have used that

Symm(∆P P−1) = 2−1
(

∆P P−1 + P ∆P−1
)

= 2−1div
(

∇P P−1 + P ∇P−1
)

+∇P · ∇P−1

= −(∇P P−1)2 .

Denote for any Q ∈ W 2,2(B4,Mm(R)) L∗
PQ the ”formal adjoint”

to LP acting on Q

L∗
PQ := −∆Q− 2 ∇Q · ∇P P−1 −Q (∇P P−1)2 .

In order to factorize the divergence operator in (IX.60) it is

natural to look for Q satisfying L∗
PQ = 0. One has indeed

0 = QLPw − wL∗
PQ

= div(Q∇w − [∇Q+ 2∇P P−1] w) .
(IX.61)

It is not so difficult to construct Q solving L∗
PQ = 0 for a

Q ∈ W 2,p(B4,Mm(R) (for p < 2). However, in order to give
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a meaning to (IX.61) we need at least Q ∈ W 2,2 and, more-
over the invertibility of the matrix Q almost everywhere is also

needed for the conservation law. In the aim of producing a
Q ∈ W 2,2(B4, Glm(R)) solving L∗

PQ = 0 it is important to ob-

serve first that −(∇P P−1)2 is a non-negative symmetric ma-
trix 29 but that it is in a smaller space than L2 : the space
L2,1. Combining the improved Sobolev embeddings 30 space

W 1,2(B4) →֒ L4,2(B4) and the fact that the product of two func-
tions in L4,2 is in L2,1 (see [Tar2]) we deduce from (IX.59) that

‖(∇P P−1)2‖L2,1(B4) ≤ C ‖Ω‖2L2(B4) . (IX.62)

Granting these three important properties for−(∇P P−1)2 (sym-
metry, positiveness and improved integrability) one can prove

the following result (see [Riv3]).

Theorem IX.7. There exists ε > 0 such that

∀P ∈ W 2,2(B4, SO(m)) satisfying ‖∇P‖W 1,2(B4) ≤ ε

there exists a unique Q ∈ W 2,2 ∩ L∞(B4, Glm(R)) satisfying






−∆Q− 2 ∇Q · ∇P P−1 −Q (∇P P−1)2 = 0

Q = idm

(IX.63)

and
‖Q− idm‖L∞∩W 2,2 ≤ C ‖∇P‖2W 1,2(B4) . (IX.64)

✷

Taking A := P Q we have constructed a solution to

∆A+ AΩ = 0 . (IX.65)

29Indeed it is a sum of non-negative symmetric matrices : each of the matrices ∂xj
P P−1

is antisymetric and hence its square (∂xj
P P−1)2 is symmetric non-positive.

30L4,2(B4) is the Lorentz space of measurable functions f such that the decreasing
rearangement f∗ of f satisfies

∫∞
0
t−1/2(f∗)2(t) dt < +∞.
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such that

‖dist(A, SO(m))‖∞ + ‖A− Id‖W 2,2 ≤ C ‖Ω‖L2 (IX.66)

and then for any map v in L2(B4,Rm) the following equivalence
holds

−∆v = Ω v ⇐⇒ div (A∇v −∇Av) = 0 (IX.67)

Having now the equation −∆v = Ω v in the form

div
(

∇w − 2∇AA−1 w
)

= 0

where w := Av permits to obtain easily the following Morrey
estimate : ∀ ρ < 1

∀ ρ < 1 sup
x0∈Bρ(0), r<1−ρ

r−ν
∫

Br(x0)

|w|2 < +∞ , (IX.68)

for some ν > 0. As in the previous sections one deduces using
Adams embeddings that w ∈ Lqloc for some q > 2. Bootstarping

this information in the equation gives v ∈ L∞
loc (see [Riv3] for a

complete description of these arguments).

IX.1 Concluding remarks.

More jacobian structures or anti-symmetric structures have been
discovered in other conformally invariant problems such as Will-

more surfaces [Riv1], bi-harmonic maps into manifolds [LaRi],
1/2-harmonic maps into manifolds [DR1] and [DR2]...etc. Ap-
plying then integrability by compensation results in the spirit of

what has been presented above, analysis questions such as the
regularity of weak solutions, the behavior of sequences of solu-

tions or the compactness of Palais-Smale sequences....have been
solved in these works.

Moreover, beyond the conformal dimension, while considering
the same problems, but in dimension larger than the conformal
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one, similar approaches can be very efficient and the same strat-
egy of proofs can sometimes be developed successfully (see for

instance [RiSt]).
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X The Willmore Functional

The first appearance of the so-called Willmore functional goes
back to the work of Sophie Germain on elastic surfaces. Fol-

lowing the main lines of J. Bernoulli and Euler’s studies of the
mechanics of sticks in the first half of the XVIII-th century she
formulated what she called the fundamental hypothesis : at one

point of the surface the elastic force which counterbalances the
external forces is proportional to the sum of the principal curva-

ture at this point i.e. what we call the Mean curvature today.
In modern elasticity theory (see for instance [LaLi]) the in-

finitesimal free energy of an elastic membrane at a point is a
product of the area element with a weighted sum of the square

of the mean curvature (the Willmore integrand) and the total
Gauss curvature (whose integral is a topological invariant for a
closed surface). This has been originally proposed on physical

grounds by G Kirchhoff in 1850 [Ki]. The equation of equilib-
rium in the absence of external forces are the critical points to

the integral of the free energy that happens to be the Willmore
surfaces since the Gauss curvature times the area element is

locally a jacobian and it’s integral a null lagrangian.

X.1 The Willmore Energy of a Surface in R3.

Let S be a 2-dimensional submanifold of R3. We assume S to
be oriented and we denote by ~n the associated Gauss map : the

unit normal giving this orientation.

The first fundamental form is the induced metric on Σ that

we denote by g.

∀p ∈ S ∀ ~X, ~Y ∈ TpS g( ~X, ~Y ) :=
〈

~X, ~Y
〉

where 〈·, ·〉 is the canonical scalar product in R3. The volume
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form associated to g on S at the point p is given by

dvolg :=
√

det(g(∂xi, ∂xj)) dx1 ∧ dx2 ,

where (x1, x2) are arbitrary local positive coordinates31

The second fundamental form at p ∈ S is the bilinear map
which assigns to a pair of vectors ~X , ~Y in TpS an orthogonal

vector to TpS that we shall denote ~I( ~X, ~Y ). This normal vector
”expresses” how much the Gauss map varies along these direc-
tions ~X and ~Y . Precisely it is given by

~Ip : TpS × TpS −→ NpS

( ~X, ~Y ) −→ −
〈

d~np · ~X, ~Y
〉

~n(p)
(X.1)

Extending smoothly ~X and ~Y locally first on S and then in a
neighborhood of p in R3, since < ~n, Y >= 0 on S one has

~Ip( ~X, ~Y ) :=
〈

~np·, d~Yp · ~X
〉

~n = d~Yp ·X −∇ ~X
~Y

= ∇ ~X
~Y −∇ ~X

~Y .

(X.2)

where ∇ is the Levi-Civita connection on S generated by g, it is
given by πT (d~Yp ·X) where πT is the orthogonal projection onto

TpS, and ∇ is the the Levi-Civita connection associated to the

flat metric and is simply given by ∇ ~X
~Y = d~Yp ·X.

An elementary but fundamental property of the second fun-

damental form says that it is symmetric32. It can then be diago-
31Local coordinates, denoted (x1, x2) is a diffeomorphism x from an open set in R2 into

an open set in Σ. For any point q in this open set of S we shall denote xi(q) the canonical
coordinates in R2 of x−1(q). Finally ∂xi

is the vector-field on S given by ∂x/∂xi.
32This can be seen combining equation (X.2) with the fact that the two Levi Civita

connections ∇ and ∇ are symmetric and hence we have respectively

∇ ~X
~Y −∇~Y

~X = [X,Y ]

and
∇ ~X

~Y −∇~Y
~X = [X,Y ] .
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nalized in an orthonormal basis and the two eigenvalues κ1 and
κ2 are called the principal curvatures of the surface at p. The

mean curvature is then given by

H :=
κ1 + κ2

2

and the mean curvature vector is given by

~H := H ~n =
1

2
tr(g−1 ~I) =

1

2

2
∑

ij=1

gij~I(∂xi, ∂xj) , (X.3)

where (x1, x2) are arbitrary local coordinates and (gij)ij is the
inverse matrix to (g(∂xi, ∂xj)). In particular if (~e1, ~e2) is an or-

thonormal basis of TpS, (X.3) becomes

~H =
~I(~e1, ~e2) +~I(~e2, ~e2)

2
. (X.4)

The Gauss curvature is given by

K :=
det
(

~n ·~I(∂xi, ∂xj)
)

det(gij)
= κ1 κ2 . (X.5)

The Willmore functional of the surface Σ is given by

W (S) =

∫

S

| ~H|2 dvolg =
1

4

∫

S

|κ1 + κ2|2 dvolg

One can rewrite this energy in various ways and get various
interpretations of this energy. Assume first that Σ is closed

(compact without boundary) the Gauss-Bonnet theorem33 as-
serts that the integral of K dvolg is proportional to a topological

invariant of S : χ(S) the Euler class of S. Precisely one has
∫

S

K dvolg =

∫

S

κ1 κ2 dvolg = 2π χ(S)

= 4π (1− g(S)) ,

(X.6)

33See for instance [doC1]
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where g(S) denotes the genus of S. Combining the definition of
W and this last identity one obtains34

W (S)− π χ(S) =
1

4

∫

S

(κ21 + κ22) dvolg

=
1

4

∫

S

|~I|2 dvolg =
1

4

∫

S

|d~n|2g dvolg .

(X.7)
Hence modulo the addition of a topological term, the Willmore

energy corresponds to the Sobolev homogeneous Ḣ1−energy of
the Gauss map for the induced metric g.

Consider now, again for a closed surface, the following iden-

tity based again on Gauss-Bonnet theorem (X.6) :

W (S) =
1

4

∫

S

(κ1 − κ2)
2 dvolg +

∫

S

κ1 κ2 dvolg

=
1

4

∫

S

(κ1 − κ2)
2 dvolg + 2π χ(S) .

(X.8)

Hence, modulo this time the addition of the topological invari-
ant of the surface 2πχ(S), the Willmore energy identifies with

an energy that penalizes the lack of umbilicity when the two
principal curvatures differ. The Willmore energy in this form is

commonly called Umbilic Energy.

Finally there is an interesting last expression of the Willmore
energy that we would like to give here. Consider a conformal

parametrization ~Φ of the surface S for the conformal structure
induced by the metric g (it means that we take a Riemann sur-

face Σ2 and a conformal diffeomorphism ~Φ from Σ2 into S). In

34The last identity comes from the fact that, at a point p, taking an orthonormal basis
(~e1, ~e2) of TpS one has, since < d~n, ~n >= 0 :

|d~n|2g =
2
∑

i,j=1

< d~n · ~ei, ~ej >2=
2
∑

i,j=1

|~I(~ei, ~ej)|2 = |~I|2 .
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local conformal coordinates (x1, x2) one has ∂x1
~Φ · ∂x2~Φ = 0,

|∂x1~Φ|2 = |∂x2~Φ|2 = e2λ and the mean-curvature vector is given

by

~H =
e−2λ

2
∆~Φ =

1

2
∆g
~Φ ,

where ∆ denotes the negative ”flat” laplacian, ∆ = ∂2
x21
+∂2

x22
, and

∆g is the intrinsic negative Laplace-Beltrami operator. With
these notations the Willmore energy becomes

W (Σ2) =
1

4

∫

Σ2

|∆g
~Φ|2 dvolg . (X.9)

Hence theWillmore energy identifies to 1/4−th of the Bi-harmonic
Energy35 of any conformal parametrization ~Φ.

X.2 The role of Willmore energy in different areas of
sciences and technology.

As mentioned in the beginning of the present chapter, Willmore
energy has been first considered in the framework of the mod-

elization of elastic surfaces and was proposed in particular by
Poisson [Poi] in 1816 as a Lagrangian from which the equilib-
rium states of such elastic surfaces could be derived. Because

of it’s simplicity and the fundamental properties it satisfies the
Willmore energy has appeared in many area of science for two

centuries already. One can quote the following fields in which
the Willmore energy plays an important role.

- Conformal geometry : Because of it’s conformal invariance
(see the next section), the Willmore energy has been intro-

duced in the early XX-th century - see the book of Blaschke
[Bla3] - as a fundamental tool in Conformal or Möbius ge-

ometry of submanifolds.

35This formulation has also the advantage to show clearly why Willmore energy is a
4-th order elliptic problem of the parametrization.
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- General relativity : The Willmore energy arises as being
the main term in the expression of the Hawking Mass of

a closed surface in space which measures the bending of
ingoing and outgoing rays of light that are orthogonal to S

surrounding the region of space whose mass is to be defined.
It is given by

mH(S) :=
1

64 π3/2
|S|1/2

(

16π −
∫

S

| ~H|2 dvolg
)

,

where |S| denotes the area of the surface S.

- Cell Biology : The Willmore Energy is the main term in

the so called Helfrich Energy in cell biology modelizing the
free elastic energy of lipid bilayers membranes (see [Helf]).

The Helfrich Energy of a membrane S is given by

FH(S) :=

∫

S

(2H + C0)
2 dvolg + C1

∫

S

dvolg .

- Non linear elasticity. As we mentioned above this is the
field where Willmore functional was first introduced. In

plate theory , see for instance [LaLi], the infinitesimal free
energy is a linear combination of the mean curvature to the

square and the Gauss curvature. In a recent mathemati-
cal work the Willmore functional is derived as a Gamma

limit of 3-dimensional bending energies for thin materials.
There is then a mathematically rigorous consistency be-

tween the modelization of 3 dimensional elasticity and the
modelization of the free energy of thin materials given by
the Willmore functional see [FJM].

- Optics and Lens design : The Willmore Energy in the um-
bilic form (X.8) arises in methods for the design of multi-

focal optical elements (see for instance [KaRu]).
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X.3 The Willmore Energy of immersions into Rm and
more generalizations.

X.3.1 The Willmore Energy of immersions into Rm.

We extend the definition of the Willmore energy to the class of
smooth (at least C2) immersions into Rm. Let Σ2 be an abstract
2-dimensional oriented manifold (oriented abstract surface) and

let ~Φ be a C2 immersion of Σ2.

The first fundamental form associated to the immersion at

the point p is the scalar product g on TpΣ given by g := ~Φ∗gRm

where gRm is the canonical metric on Rm. Precisely one has

∀p ∈ Σ2 ∀X, Y ∈ TpΣ
2 g(X, Y ) :=

〈

d~Φ ·X, d~Φ · Y
〉

where 〈·, ·〉 is the canonical scalar product in Rm. The volume
form associated to g on Σ2 at the point p is given by

dvolg :=
√

det(g(∂xi, ∂xj)) dx1 ∧ dx2 ,

where (x1, x2) are arbitrary local positive coordinates.

We shall denote by ~e the map which to a point in Σ2 assigns

the oriented 2-plane36 given by the push-forward by ~Φ of the
oriented tangent space TpΣ

2. Using a positive orthonormal basis

(~e1, ~e2) of ~Φ∗TpΣ2, an explicit expression of ~e is given by

~e = ~e1 ∧ ~e2 .

With these notations the Gauss Map which to every point p

assigns the oriented m− 2−orthogonal plane to ~Φ∗TpΣ2 is given
by

~n = ⋆~e = ~n1 ∧ · · · ∧ ~nm−2 ,

36We denote G̃p(Rm), the Grassman space of oriented p-planes in Rm that we interpret
as the space of unit simple p-vectors in Rm which is included in the grassmann algebra
∧pRm.
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where ⋆ is the Hodge operator37 from ∧2Rm into ∧m−2Rm and
~n1 · · ·~nm−2 is a positive orthonormal basis of the oriented normal

plane to ~Φ∗TpΣ2 (this implies in particular that (~e1, ~e2, ~n1, · · · , ~nm−2)
is an orthonormal basis of Rm).

We shall denote by π~n the orthogonal projection onto the

m− 2−plane at p given by ~n(p). Denote by

The second fundamental form associated to the immersion ~Φ

is the following map

~Ip : TpΣ
2 × TpΣ

2 −→ (~Φ∗TpΣ
2)⊥

(X, Y ) −→ ~Ip(X, Y ) := π~n(d
2~Φ(X, Y ))

where X and Y are extended smoothly into local smooth vector-
fields around p. One easily verifies that, though d2~Φ(X, Y )

might depend on these extensions, π~n(d
2~Φ(X, Y )) does not de-

pend on these extensions and we have then defined a tensor.

Let ~X := d~Φ · X and ~Y := d~Φ · Y . Denote also by πT the

orthogonal projection onto ~Φ∗TqΣ2.

π~n(d
2~Φ(X, Y )) = d(d~Φp ·X) · Y − πT (d(d~Φp ·X) · Y )

= d ~X · ~Y −∇YX

= ∇~Y
~X −∇YX .

(X.10)
where ∇ is the Levi-Civita connection in Rm for the canonical

metric and ∇ is the Levi-Civita connection on TΣ2 induced by

37The Hodge operator on Rm is the linear map from ∧pRm into ∧m−pRm which to a
p−vector α assigns the m − p−vector ⋆α on Rm such that for any p−vector β in ∧pRm

the following identity holds

β ∧ ⋆α =< β, α > ε1 ∧ · · · ∧ εm ,

where (ε1, · · · , εm) is the canonical orthonormal basis of Rm and < ·, · > is the canonical
scalar product on ∧pRm.
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the metric g. Here again, as in the 3-d case in the previous sec-
tion, from the fact that Levi-Civita connections are symmetric

we can deduce the symmetry of the second fundamental form.

Similarly to the 3-d case, the mean curvature vector38 is given
by

~H :=
1

2
tr(g−1 ~I) =

1

2

2
∑

ij=1

gij~I(∂xi, ∂xj) , (X.11)

where (x1, x2) are arbitrary local coordinates in Σ2 and (gij)ij is

the inverse matrix to (g(∂xi, ∂xj)).

We can now give the general formulation of the Willmore

energy of an immersion ~Φ in Rm of an abstract surface Σ2 :

W (~Φ) :=

∫

Σ2

| ~H |2 dvolg .

A fundamental theorem by Gauss gives an expression of the
intrinsic Gauss curvature at a point p ∈ Σ2 in terms of the

second fundamental form of any immersion of the surface in
Rm. Precisely this theorem says (see theorem 2.5 chapter 6 of

[doC2])

K(p) =
〈

~I(e1, e1),~I(e2, e2)
〉

−
〈

~I(e1, e2),~I(e1, e2)
〉

(X.12)

where (e1, e2) is an arbitrary orthonormal basis of TpΣ
2. From

this identity we deduce easily

|~I|2 = 4| ~H|2 − 2K . (X.13)

Hence, using Gauss bonnet theorem, we obtain the following
expression of the Willmore energy of an immersion into Rm of
an arbitrary closed surface

W (~Φ) =
1

4

∫

Σ2

|~I|2 dvolg + π χ(Σ2) . (X.14)

38observe that the notion of mean curvature H does not make sense any more in codi-
mension larger than 1 unless a normal direction is given.
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Let us take locally about p a normal frame : a smooth map
(~n1, · · · , ~nm−2) from a neighborhood U ⊂ Σ2 into (Sm−1)m−2

such that for any point q in U (~n1(q), · · · , ~nm−2(q)) realizes a
positive orthonormal basis of (~Φ∗TqΣ2)⊥. Then

π~n(d
2~Φ(X, Y )) =

m−2
∑

α=1

〈

d2~Φ(X, Y ), ~nα

〉

~nα ,

from which we deduce the following expression - which is the

natural extension of (X.1) -

~Ip(X, Y ) = −
m−2
∑

α=1

〈

d~nα ·X, ~Y
〉

~nα , (X.15)

where we denote ~Y := d~Φ · Y . Let (e1, e2) be an orthonormal
basis of TpΣ

2, the previous expression of the second fundamental

form implies

|~Ip|2 =
2
∑

i,j=1

m−2
∑

α=1

| < d~nα · ei, ~ej > |2
2
∑

i=1

m−2
∑

α=1

| < d~nα, ~ei > |2

(X.16)

Observe that

d~n =

m−2
∑

α=1

(−1)α−1d~nα ∧β 6=α ~nβ = d~n

=
2
∑

i=1

m−2
∑

α=1

(−1)α−1 < d~nα, ~ei > ~ei ∧β 6=α ~nβ
(X.17)

(~ei∧β 6=α~nβ) for α = 1 · · ·m−2 and i = 1, 2 realizes a free family

of 2 (m− 2) orthonormal vectors in ∧m−2Rm. Hence

|d~n|2g =
2
∑

i=1

m−2
∑

α=1

| < d~nα, ~ei > |2 = |~Ip|2 . (X.18)
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Combining (X.14), (X.16) and (X.18) we obtain

W (~Φ) =
1

4

∫

Σ2

|d~n|2g dvolg + π χ(Σ2) , (X.19)

which generalizes to arbitrary immersions of closed 2-dimensional

surfaces the identity (X.7).

X.3.2 The Willmore Energy of immersions into a riemannian Man-
ifold (Mm, h).

Let Σn be an abstract n−dimensional oriented manifold. Let

(Mm, g) be an arbitrary riemannian manifold of dimension larger
or equal to n + 1. The Willmore energy of an immersion ~Φ
into (Mm, g) can be defined in a similar way as in the previous

subsection by formally replacing the exterior differential d with
the Levi-Civita connection ∇ on M induced by the ambient

metric g. Precisely we denote still by g the pull-back of the
ambient metric g by ~Φ.

∀p ∈ Σ2 ∀X, Y ∈ TpΣ
2 g(X, Y ) := g(d~Φ ·X, d~Φ · Y )

The volume form associated to g on Σ2 at the point p is still
given by

dvolg :=
√

det(g(∂xi, ∂xj)) dx1 ∧ · · · ∧ dxn ,

where (x1, · · · , xn) are arbitrary local positive coordinates. The
second fundamental form associated to the immersion ~Φ at a

point p of Σn is the following map

~Ip : TpΣ
n × TpΣ

n −→ (~Φ∗TpΣ
n)⊥

(X, Y ) −→ ~Ip(X, Y ) := π~n(∇~Y (d
~Φ ·X))

where π~n denotes the orthogonal projection from T~Φ(p)M onto

the space orthogonal to ~Φ∗(TpΣn) with respect to the g metric
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and that we have denoted by (~Φ∗TpΣn)⊥. As before we have also
used the following notation ~Y = d~Φ · Y .

With this definition of ~I, the mean curvature vector is given
by

~H =
1

n
tr(g−1~I) =

1

n

n
∑

i,j=1

gij~I(∂xi, ∂xj) , (X.20)

where we are using local coordinates (x1 · · ·xn) on Σn. Hence we

have now every elements in order to define the Willmore energy
of ~Φ which is given by

W (~Φ) :=

∫

Σn

| ~H|2 dvolg .

X.4 Fundamental properties of the Willmore Energy.

The ”universality” of Willmore energy which appears in various

area of sciences is due to the simplicity of it’s expression but also
to the numerous fundamental properties it satisfies. One of the

most important properties of this Lagrangian is it’s conformal
invariance that we will present in the next subsections. Other

important properties relate the amount of Willmore energy of an
immersion to the ”complexity” of this immersion. For instance,

in the second subsection we will present the Li-Yau 8π thresh-
old below which every immersion of a closed surface is in fact an
embedding. We will end up this section by raising the funda-

mental question in calculus of variation regarding the existence
of minimizers of the Willmore energy under various constraints.

At this occasion we will state the so-called Willmore conjecture.

X.4.1 Conformal Invariance of the Willmore Energy.

The conformal invariance of the Willmore energy was known
since the work of Blaschke [Bla3] in 3 dimension, in the general
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case it is a consequence of the following theorem due to Bang
Yen Chen [Che].

Theorem X.1. Let ~Φ be the immersion of an n−dimensional

manifold Σn into a riemannian manifold (Mm, g). Let µ be a
smooth function in Mm and let h be the conformally equiva-

lent metric given by h := e2µ g. We denote by ~Hg and ~Hh

the mean curvature vectors of the immersion ~Φ respectively in
(Mm, g) and (Mm, h). We also denote by Kg and Kh the ex-

trinsic scalar curvatures respectively of (Σn, ~Φ∗g) and (Σn, ~Φ∗h).
With the previous notations the following identity holds

e2µ
(

| ~Hh|2h −Kh +K
h
)

= | ~Hg|2g −Kg +K
g

. (X.21)

where K
g
(resp. K

h
) is the sectional curvature of the subspace

~Φ∗TpΣ2 in the manifold (Mm, g) (resp. (Mm, h)). Kg − K
g
(

resp. Kh −K
h
) is also ✷

Remark X.1. Kg − K
g
( resp. Kh − K

h
) is also called the

extrinsic scalar curvature of the immersion ~Φ os Σn into (Mm, g)
(resp. into (Mm, h)).

Proof of theorem X.1.

Let ∇g
(resp. ∇h

) be the Levi-Civita connection induced
by the metric g (resp. h) on Mm. Let ∇g (resp. ∇h) be the

Levi-Civita connection induced by the restriction of the metric
g (resp. h) on Σn. By an abuse of notation we shall still write

g (resp. h) for the pull back by ~Φ on Σn of the restriction
of the metric g (resp. h). As in the previous section for any
vector X ∈ TΣn we denote by ~X the push forward by ~Φ of X

: ~X := d~Φ · X. With these notations, the second fundamental
form ~Ig of the immersion ~Φ of Σn into (Mm, g) at a point p ∈ Σn

is defined as follows

∀X, Y ∈ TpΣ
n ~Ig(X, Y ) = ∇g

~Y
~X −∇g

YX , (X.22)
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and similarly the second fundamental form ~Ig of the immersion
~Φ of Σn into (Mm, g) at a point p ∈ Σn is given by

∀X, Y ∈ TpΣ
n ~Ih(X, Y ) = ∇h

~Y
~X −∇h

YX . (X.23)

Denote by Γg,kij (resp. Γh,kij ) the Kronecker symbols of the metric

g (resp. h) in some local coordinates (x1, · · · , xn) in a neighbor-
hood of a point p in Σn. Using the explicit form (VI.5) of these
Kronecker symbols that we already recalled in the first part of

the course we have, for all i, j, k ∈ {1, · · · , n},

Γh,kij =
1

2

n
∑

s=1

hks
[

∂xjhsi + ∂xihsj − ∂xshij
]

=
n
∑

s=1

1

2
gks

[

∂xjgsi + ∂xigsj − ∂xsgij
]

+
n
∑

s=1

gks
[

∂xjµ gsi + ∂xiµ gsj − ∂xsµ gij
]

.

(X.24)

Using the fact that
∑n

s=1 g
ksgsi = δki we deduce from the previ-

ous identity (X.24) that for any triple i, j, k in {1 · · ·n}

Γh,kij − Γg,kij = δki ∂xjµ+ δkj ∂xiµ−
n
∑

s=1

∂xsµ g
ks gij . (X.25)

Using the expression of the Levi-Civita in local coordinates by

the mean of Christoffel symbols39 we have

∇h
YX −∇g

YX =
n
∑

k=1

[

n
∑

i,j=1

(

Γh,kij − Γg,kij

)

X i Y j

]

∂xk . (X.26)

39In local coordinates one has

∇g
YX =

n
∑

k=1





n
∑

i=1

Y i ∂xi
Xk +

n
∑

i,j=1

Γg,k
ij X i Xj



 ∂xk
.
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Combining (X.25) and (X.26) we obtain

∇h
YX −∇g

YX = dµ ·X Y + dµ · Y X − g(X, Y ) U , (X.27)

where U ∈ TpΣ
n is the dual vector to the 1-form dµ for the

metric g which is given by

∀Z ∈ TpΣ
n g(U, Z) = dµ · Z . (X.28)

Similarly we have

∇h
~Y
~X − ~∇g

~Y
~X = dµ · ~X ~Y + dµ · ~Y ~X − g( ~X, ~Y ) ~U , (X.29)

where ~V ∈ T~Φ(p)M
m is the dual vector to the 1-form dµ for the

metric g which is given by

∀~Z ∈ T~Φ(p)M
m g(~V , ~Z) = dµ · ~Z . (X.30)

Combining (X.22), (X.23), (X.28) and (X.30) we obtain

~Ih(X, Y )−~Ig(X, Y ) = −g(X, Y ) ~W . (X.31)

where ~W := ~V − ~U . From (X.28) and (X.30) we obtain that

∀~Z ∈ ~Φ∗(TpΣ
n) g(~Z, ~W ) = 0 .

hence ~U is the orthogonal projection of ~V onto ~Φ∗(TpΣn) and
~W is the orthogonal projection onto the normal space to ~Φ(Σn).

Let ~ξ be a unit normal vector to Σn in (Mm, g). For any such
a vector ~ξ, the g−scalar product between ~ξ and ~Ig at a point

p ∈ Σn produces a symmetric bilinear two-form g(~ξ,~Ig(·, ·)) on
(TpΣ

n, g). We denote by κg1(ξ) and κ
g
2(ξ) the eigenvalues of this

symmetric two form for the g scalar product. Let (e1, · · · , en)
be an orthonormal basis to (TpΣ

n, g), we have

g

(

~ξ,
n
∑

i=1

~Ig(ei, ei)

)

= trg

(

g(~ξ,~Ig(·, ·))
)

= κ1(~ξ) + · · ·+ κn(~ξ) .

(X.32)
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Let (~n1, · · · , ~nm−2) be an orthonormal basis for the metric g of
the normal space to ~Φ∗(TpΣn). Combining the expression of the

mean curvature vector (X.20) together with (X.32) we obtain
the following expression of the mean curvature vector ~Hg of the

immersion ~Φ into (Mm, g) :

~Hg =
1

n

m−2
∑

α=1

n
∑

i=1

κgi (~nα) ~nα . (X.33)

Hence

| ~Hg|2g =
1

n2

m−2
∑

α=1

∣

∣

∣

∣

∣

n
∑

i=1

κgi (~nα)

∣

∣

∣

∣

∣

2

=
1

n2

m−2
∑

α=1

∑

i<j

(

κgi (~nα)− κgj(~nα)
)2

n− 1

+
2

n (n− 1)

m−2
∑

α=1

∑

i<j

κgi (~nα) κ
g
j(~nα)

(X.34)

The Gauss theorem (theorem 2.5 chap.6 in [doC2]) gives an
extrinsic expression in terms of the second fundamental form of

the sectional curvature of the manifold (Σn, g) at an oriented
tangent two-plane given by a pair (ei, ej) of normal vectors in

(TpΣ
n, g) orthogonal to each other :

Sg(ei, ej)−S
g
(ei, ej) = ~I(ei, ei) ·~I(ej, ej)− |~I(ei, ej)|2 , (X.35)

where S
g
(ei, ej) is the sectional curvature of (M

m, g) at the ori-

ented two plane given by the orthonormal pair (d~Φ · ei, d~Φ · ej).
The intrinsic formulation of Sg(ei, ej) using the riemann tensor

Rg of (Σn, ~Φ∗g) is given by

Sg(ei, ej) = g (Rg(ei, ej) ej, ei)) (X.36)

The scalar curvature of (Σn, g) is the following average of the
sectional curvatures of the different 2-planes defined by pairs of
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elements of a given orthonormal basis (e1, · · · , en) of (TpΣn, g) :

Kg :=
2

n (n− 1)

∑

i<j

Sg(ei, ej) . (X.37)

Combining the identities (X.35) and (X.37) and taking the or-

thonormal basis (~nα)α=1···m−2 that we already fixed above, we
obtain

Kg −K
g

=
2

n (n− 1)

m−2
∑

α=1

∑

i<j

g(~nα,~I(ei, ei)) g(~nα,~I(ej, ej))− |g(~nα,~I(ei, ej))|2 .

(X.38)
It is a classical fact that for any matrix

∑

ij aii ajj−a2ij is invari-
ant under the change of basis hence for a given α we can choose

(e1 · · · en) to be the orthonormal basis in which the symmetric
bilinear form g(~nα,~I(·, ·)) is diagonal. We then obtain that
∑

i<j

g(~nα,~I(ei, ei)) g(~nα,~I(ej, ej))− |g(~nα,~I(ei, ej))|2

=
∑

i<j

κi(~nα) κj(~nα) .
(X.39)

Thus, finally, we obtain combining (X.38) and (X.39)

Kg −K
g
=

2

n (n− 1)

∑

i<j

κi(~ξ) κj(~ξ) . (X.40)

Hence (X.34) becomes

| ~Hg|2g −Kg +K
g
=

1

n2

m−2
∑

α=1

∑

i<j

(

κgi (~nα)− κgj(~nα)
)2

n− 1
. (X.41)

Since h = e2µ g, the normal space to ~Φ∗(TpΣn) for g coincides
with the one for h, moreover (e−µ ~n1, · · · , e−µ ~nm−2) realizes an
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orthonormal basis for the metric g. Hence the corresponding
expression to (X.33) for the mean curvature vector ~Hh of the

same immersion ~Φ but into (Mm, h) reads

~Hh =
e−µ

n

m−2
∑

α=1

n
∑

i=1

κhi (e
−µ ~nα) ~nα . (X.42)

A vector e ∈ TpΣ
2 \ {0} is an eigenvector for g(~nα,~Ig(·, ·)) w.r.t.

the metric g if and only if there exists a real number κ such that

g(~nα,~I
g(·, e)) = κ g(·, e) . (X.43)

This implies that

h(~nα,~I
h(·, e) + g(·, e) ~W ) = κ h(·, e) .

In other words we have obtained

h(e−µ ~nα,~I
h(·, e)) = e−µ

[

κ− g(~nα, ~W )
]

h(·, e) . (X.44)

This later identity says then that e is also an eigenvector of

h(e−µ ~nα,~Ih(·, ·)) with eigenvalue e−µ
[

κ− g(~nα, ~W )
]

. We then

have

κhi (e
−µ ~nα) = e−µ

[

κgi (~nα)− g(~nα, ~W )
]

. (X.45)

This implies that ∀α ∈ {1 · · ·m− 2} and ∀i, j ∈ {1 · · ·n}
∣

∣κgi (~nα)− κgj (~nα)
∣

∣

2
= e2µ

∣

∣κhi (e
−µ ~nα)− κhj (e

−µ ~nα)
∣

∣

2
. (X.46)

Combining (X.41) (which is also valid for h of course) with

(X.46) gives (X.21) and theorem X.1 is proved. ✷

We will make use of the following corollary of theorem X.1.

Corollary X.1. Let Σ2 be a closed smooth oriented 2-dimensional
manifold and let ~Φ be an immersion of Σ2 into an oriented
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riemannian manifold (Mm, g). Let Ψ be a positive conformal
diffeomorphism from (Mm, g) into another riemannian oriented

manifold (Nm, k) then we have the following pointwise identity
everywhere on Σ2

[

| ~H~Φ∗g|2 −K
~Φ∗g +K

g
]

dvol~Φ∗g

=
[

| ~H(Ψ◦~Φ)∗k|2 −K(Ψ◦~Φ)∗k +K
k
]

dvol(Ψ◦~Φ)∗k

(X.47)

where K
g
(resp. K

k
) is the sectional curvature of the 2−plane

~Φ∗TΣ2 in (Mm, g) (resp. of the two plane Ψ∗~Φ∗TΣ2 in (Nm, k)).
In particular the following equality holds

W (~Φ) +

∫

Σ2

K
g
dvol~Φ∗g

=W (Ψ ◦ ~Φ) +
∫

Σ2

K
k
dvol(Ψ◦~Φ)∗g .

(X.48)

✷

Proof of corollary X.1.

By definition Ψ realizes an isometry between (Mm,Ψ∗k) and
(Nm, k). Let µ ∈ R such that eµ g = Ψ∗k. We can apply the
previous theorem with h = Ψ∗k and we obtain
[

| ~H~Φ∗g|2 −K
~Φ∗g
]

= e2µ
[

| ~H(Ψ◦~Φ)∗k|2 −K(Ψ◦~Φ)∗k
]

. (X.49)

It is also clear that the volume form dvolg given by the restriction
to Σ2 of the metric g is equal to e−2µ dvolΨ∗k where dvolΨ∗k is

equal to the volume form given by the restriction to Σ2 of the
metric Ψ∗k. Hence combining this last fact with (X.47). (X.48)

is obtained by integrating (X.47) over Σ2, the scalar curvature
terms canceling each other on both sides of the identity due to
Gauss Bonnet theorem. Corollary X.1 is then proved. ✷
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X.4.2 Li-Yau Energy lower bounds and the Willmore conjecture.

It is a well known fact that the integral of the curvature κ~Φ of

the immersion ~Φ of a closed curved Γ (∂Γ = ∅) in Rm is always

larger than 2π :

F (~Φ) =

∫

Γ

κ~Φ ≥ 2π , (X.50)

and is equal to 2π if and only if Γ ≃ S1 and it’s image by ~Φ

realizes a convex planar curve. Using the computations in the
previous section one easily verifies that F is conformally invari-

ant F (Ψ◦ ~Φ) = F (~Φ) and plays a bit the role of a 1-dimensional
version of the Willmore functional. As the immersion gets more

complicated one can expect the lower bound (X.50) to increase.
For instance a result by Milnor says that if the immersion ~Φ is

a knotted embedding then the lower bound (X.50) is multiplied
by 2 :

∫

Γ

κ~Φ ≥ 4π . (X.51)

It is natural to think that this general philosophy can be trans-

fered to the Willmore functional : if the surface Σ2 and the
immersion ~Φ become ”more complicated” then there should ex-

ist increasing general lower bounds for W (~Φ). First we give the
result corresponding to the first lower bound (X.50) for curves.
It was first proved by Thomas Willmore form = 3 and by Bang-

Yen Chen [BYC2] in the general codimension case.

Theorem X.2. Let Σ2 be a closed surface and let ~Φ be a smooth
immersion of Σ2 into Rm. Then the following inequality holds

W (~Φ) =

∫

Σ2

| ~H~Φ|2 dvol~Φ∗gRm
≥ 4π . (X.52)

Moreover equality holds if and only if Σ2 is a 2-sphere and ~Φ

realizes - modulo translations and dilations - an embedding onto
S2 the unit sphere of R3 ⊂ Rm. ✷
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Proof of theorem X.2 Denote by NΣ2 the pullback by ~Φ
of the normal sphere bundle to ~Φ(Σ2) in Rm made of the unit

normal vectors to ~Φ∗TΣ2. Denote by ~G = (G1, · · · , Gm) the
map from NΣ2 into Sm−1 the unit sphere which to an element
in NΣ2 assigns the corresponding unit vector in Sm−1. For any

k ∈ N, k ≥ 1, we denote

ωSk−1 =
1

|Sk−1|

k
∑

j=1

(−1)j−1xj ∧l 6=j dxl .

Observe that
∫

Sk−1

ωSk−1 = 1 .

Locally on Σ2 we can choose an orthonormal positively oriented
frame of the normal plane : (~n1 · · ·~nm−2). We also chose locally

an orthonormal tangent frame (~e1, ~e2). This normal frame per-
mits locally, over an open disk U ⊂ Σ2, to trivialize NΣ2 and

the map ~G can be seen as a map from U × Sm−3 into Sm−1 :

~G(p, s) =

m−2
∑

α=1

sα ~nα(p) ,

where
∑

α s
2
α = 1. Let p ∈ U , in order to simplify the notations

we may assume that (~e1, ~e2, ~n1 · · ·~nm−2) at p coincides with the
canonical basis of Rm. Hence we have G1(p) = G2(p) = 0 and

Gα+2(p) = sα for α = 1 · · ·m− 2.

dG1(p) =
m−2
∑

α=1

sα < d~nα, ~e1 > ,

dG2(p) =

m−2
∑

α=1

sα < d~nα, ~e2 > ,

and

∀ α = 1 · · ·m− 2 dGα+2 = dsα +

m−2
∑

β=1

sβ < d~nβ, ~nα > .
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Thus

~G∗ωSm−1(p) =
1

|Sm−1|

m−2
∑

α,β=1

sα sβ < d~nα, ~e1 > ∧ < d~nα, ~e2 >

∧
m−2
∑

j=1

(−1)j+1 sj ∧l 6=j dsl

=
|Sm−3|
|Sm−1| < d~e1, ~G > ∧ < d~e2, ~G > ∧ωSm−3(s)

(X.53)

Observe that

< d~e1, ~G > ∧ < d~e2, ~G >= det
(

< ~G,~I >
)

dvol~Φ∗gRm
(X.54)

and denoting Ω the closedm−3−form onNΣ2 which is invariant

under the action of SO(m−2) over the fibers and whose integral
over each fiber is equal to one40, combining (X.53) and (X.54),

we have proved finally that41

~G∗ωSm−1 =
m− 2

2π
det
(

< ~G,~I >
)

dvol~Φ∗gRm
∧ Ω (X.55)

The form < ~G,~I > is bilinear symmetric, if κ1, κ2 are it’s eigen-
values, since 4κ1 κ2 ≤ (κ1 + κ2)

2, we deduce the pointwise in-

equality

~G∗ωSm−1 ≤ m− 2

2π

∣

∣

∣

∣

∣

trg(< ~G,~I >)
2

∣

∣

∣

∣

∣

2

dvol~Φ∗gRm
∧ Ω

=
m− 2

2π

∣

∣

∣
< ~G, ~H~Φ >

∣

∣

∣

2

dvol~Φ∗gRm
∧ Ω

(X.56)

40This means that Ω is the Thom class of the normal bundle NΣ2 it coincides in par-
ticular with ωSm−3 in the coordinates s.

41where we are using the fact that |Sm−3|/|Sm−1| = (m− 2)/2π.
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Assume that at p the vector ~H~Φ is parallel to ~n1, one has, using
the coordinates s we introduced,

∫

Fiber

∣

∣

∣
< ~G, ~H~Φ >

∣

∣

∣

2

Ω =

∫

Sm−3

s21 | ~H~Φ|2 ωSm−3

=
| ~H~Φ|2
m− 2

m−2
∑

j=1

∫

Sm−3

s2j ωSm−3 =
| ~H~Φ|2
m− 2

.

Denote N+Σ2 the subset of NΣ2 on which det
(

< ~G,~I >
)

is

non-negative. We have then proved
∫

N+Σ2

~G∗ωSm−1 ≤ 1

2π

∫

Σ2

| ~H~Φ|2 dvol~Φ∗gRm
. (X.57)

Now we claim that each points in Sm−1 admits at least two

preimages by ~G at which det
(

< ~G,~I >
)

≥ 0 unless the im-

mersed surface is included in an hyperplane of Rm.
Indeed, let ~ξ ∈ Sm−1 and consider the affine hyper-plane Ξa

given by < x, ~ξ >= a Let

a+ = max{a ∈ R ; Ξa ∩ ~Φ(Σ2) 6= ∅}

and
a− = min{a ∈ R ; Ξa ∩ ~Φ(Σ2) 6= ∅}

Assume a+ = a− then the surfaced is immersed in the hyper-
plane Ξa+ = Ξa− and thus the claim is proved. If a+ > a−, it is

clear that ~Φ(Σ2) is tangent to Ξa+ at a point ~Φ(p+) and hence
~ξ belongs to the normal space to ~Φ∗TpΣ2 which means in other

words that ~ξ ∈ ~G(Np+Σ
2). Similarly, ~Φ(Σ2) is tangent to Ξa−

at a point ~Φ(p−) and hence ~ξ ∈ ~G(Np−Σ
2). Since a− < a+,

~Φ(p−) 6= ~Φ(p+) and then we have proved that ~ξ admits at least

two prei-mages by ~G. We claim now that det
(

< ~G,~I >
)

≥ 0

at these points. Since the whole surface is contained in one of
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the half space given by the affine plane (~Φ(p±), ~ξ) we have that
p →< ~ξ, ~Φ(p) − ~Φ(p±) > has an absolute maximum (for +) or

minimum (for −) at p = ±p. In both cases the determinant of
the 2 by 2 Hessian has to be non-negative :

det
(

< ~ξ, ∂2xi,xj
~Φ >

)

≥ 0

from which we deduce, since ~ξ is normal to Φ∗Tp±Σ
2,

det
(

< ~ξ,~I >
)

≥ 0

Assume Rm is the smallest affine subspace in which ~Φ(Σ2)
is included. Then , using Federer’s co-area formula, the claim

implies

2 ≤
∫

Sm−1

#{~G−1(~ξ), ξ ∈ N+Σ2} ωSm−1(~ξ) =

∫

N+Σ2

~G∗ωSm−1 .

(X.58)

Combining (X.57) and (X.58) gives (X.52) :

4π ≤
∫

Σ2

| ~H |2 dvol~Φ∗gRm

Assume this inequality is in fact an equality. Then all the in-
equalities above are equalities and in particular we have that

∣

∣

∣

∣

∣

trg(< ~G,~I >)
2

∣

∣

∣

∣

∣

2

= det
(

< ~G,~I >
)

which implies the fact that the immersed surface is totally um-

bilic and it has then to be a translation of a sphere homothetic
to S2 the unit sphere of R3 ⊂ Rm. This concludes the proof of

theorem X.2. ✷

The first part of theorem X.2 is in fact a special case of this
more general result due to P. Li and S.T. Yau (see [LiYa]).
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Theorem X.3. Let Σ2 be a closed surface and let ~Φ be a smooth
immersion of Σ2 into Rm. Assume there exists a point p ∈ Rm

with at least k pre-images by ~Φ, then the following inequality
holds

W (~Φ) =

∫

Σ2

| ~H~Φ|2 dvol~Φ∗gRm
≥ 4π k . (X.59)

✷

An important corollary of the previous theorem is the follow-
ing Li-Yau 8π−threshold result42 .

Corollary X.2. Let Σ2 be a closed surface and let ~Φ be a smooth

immersion of Σ2 into Rm. If

W (~Φ) =

∫

Σ2

| ~H~Φ|2 dvol~Φ∗gRm
< 8π ,

then ~Φ is an embedding43. ✷

Proof of theorem X.5. Assume the origin O of Rm admits
k−pre-images by ~Φ. Let π be inverse of the stereographic pro-

jection of Rm into Sm which sends O to the north pole of Sm

and ∞ to the south pole. Let Dλ be the homothecy of center

O and factor λ. On every ball BR(O), the restriction of Dλ ◦ ~Φ
converge in any C l norm to a union of k planes restricted to

BR(O) as λ goes to +∞. Hence π ◦Dλ ◦ ~Φ(Σ2) restricted to any
compact subset of Sm \ {southpole} converges strongly in any

C l norm to a union of totally geodesic 2-spheres S1, · · · , Sk. It
is well known that Ψλ := π ◦Dλ are conformal transformations.
Applying then corollary X.1 we have in one hand

W (~Φ) =

∫

Σ2

| ~HΨλ◦~Φ|
2 dvol(Ψλ◦~Φ)∗gSm

+

∫

Σ2

dvol(Ψλ◦~Φ)∗gSm
.

(X.60)
42A weaker version of this result has been first established for spheres in codimension 2

(i.e. m = 4) by Peter Wintgen [Win].
43We recall that embeddings are injective immersions. Images of manifolds by embed-

dings are then submanifolds.
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where we used that the unit sphere is a constant sectional cur-

vature space : for any two plane σ in TSm K
Sm

(σ) = 1. In
the other hand the previous discussion leads to the following

inequality

lim inf
λ→+∞

∫

Σ2

| ~HΨλ◦~Φ|
2 dvol(Ψλ◦~Φ)∗gSm

+

∫

Σ2

dvol(Ψλ◦~Φ)∗gSm

≥
k
∑

j=1

∫

Sj

| ~H |2gSj dvolgSj +Area(Sj) .

(X.61)

For each Sj there is an isometry of Sm sending Sj to the canon-

ical 2-sphere S2 ⊂ R3 ⊂ Rm. S2 is minimal in Sm ( ~H ≡ 0 ) and
Area(S2) = 4π. Thus we deduce that

∀j = 1 · · · k
∫

Sj

| ~H |2gSj dvolgSj +Area(Sj) = 4π . (X.62)

Combining (X.60), (X.61) and (X.62) gives Li-Yau inequality
(X.59). ✷

Li and Yau established moreover a connection between the

Willmore energy of an immersed surface and it’s the conformal
class that provided new lower bounds.

Let ~Φ be a conformal parametrization of the immersion of a
riemann surface 44 (Σ2, c) into Sm. The m−conformal volume

of ~Φ is the following quantity

Vc(m, ~Φ) = sup
Ψ∈Conf(Sm)

∫

Σ2

dvol~Φ∗Ψ∗gSm
.

where Conf(Sm) denotes the space of conformal diffeomorphism
of Sm. Then Li and Yau define the m−conformal volume of a

Rieman surface (Σ2, c) to be the following quantity

Vc(m, (Σ
2, c)) = inf

~Φ
Vc(m, ~Φ)

44The pair (Σ2, c) denotes a closed 2-dimensional manifold Σ2 together with a fixed
conformal class on this surface.

127



where ~Φ runs over all conformal immersions of (Σ2, c).

Let ~Φ be a conformal immersion of a surface Σ2 into Rm and
π be the inverse of the stereographic projection from Rm into

Sm (which is a conformal map). Corollary X.1 gives

W (~Φ) =

∫

Σ2

| ~Hπ◦~Φ|2 dvol(π◦~Φ)∗gSm
+

∫

Σ2

dvol(π◦~Φ)∗gSm
.

from which one deduces the following lemma.

Lemma X.1. Let (Σ2, c) be a closed Riemann surface and ~Φ
be a conformal immersion of this surface. Then the following

inequality holds
∫

Σ2

| ~H~Φ|2 dvol~Φ∗gRm
≥ Vc(m,Σ

2) .

Moreover equality holds if and only if ~Φ(Σ2) is the stereographic

projection of a minimal surface of Sm. ✷

The main achievement of [LiYa] is to provide lower bounds
of Vc(m,Σ

2) in terms of the conformal class of Σ2. In particular

they establish the following result

Theorem X.4. Let (T 2, c) be a torus equipped with the confor-

mal class given by the flat torus R2/aZ + bZ where a = (1, 0)
and b = (x, y) where 0 ≤ x ≤ 1/2 and

√
1− x2 ≤ y ≤ 1, then

for any m ≥ 3
2π2 ≤ Vc(m, (T

2, c)) .

✷

Combining lemma X.1 and theorem X.4 gives 2π2 as a lower
bound to the Willmore energy of conformal immersions of rie-

mann surfaces in some sub-domain of Moduli space of the torus.
In fact the following statement has been conjectured by T.Willmore

in 1965

128



Conjecture X.1. Let ~Φ be an immersion in Rm of the two
dimensional torus T 2 then

∫

T 2

| ~H~Φ|2 dvol~Φ∗gRm
≥ 2π2

Equality should hold only for Φ(T 2) being equal to a Moebius
transform of the stereographic projection into R3 of the Clifford

torus T 2
cliff := {1/

√
2 (eiθ, eiφ) ∈ C2; (θ, φ) ∈ R2} ⊂ R3. ✷

This conjecture has stimulated a lot of works. Recently F.C.
Marques and A.Neves have submitted a proof of it in codimen-

sion 1 : m = 3 (see [MaNe]).

X.5 The Willmore Surface Equations.

In the previous subsection we have presented some lower bounds
for the Willmore energy under various constraints. It is natu-

ral to look at the existence of the optimal surfaces for which
the Willmore energy achieves it’s lower bound. For instance

minimal surfaces S are absolute minima of the Willmore energy
since they satisfy ~H = 0 and then W (S) = 0. More generally

these optimal immersed surfaces under various constraints (fixed
genus, boundary values...etc) will be critical points to the Will-
more energy that are called Willmore surfaces. As we saw the

Willmore energy in conformal coordinates identify with the L2

norm of the immersion. It is therefore a 4-th order PDE gener-

alizing the minimal surface equation ~H~Φ = 0 which is of second
order45 (This is reminiscent for instance to the bi-harmonic map

equation which is the 4th order generalization of the harmonic
map equation which is of order 2 or, in the linear world, the
Laplace equation being the 2nd order version of the Cauchy-

Riemann which is a 1st order PDE ...etc). This idea of having
a 4-th order generalization of the minimal surface equation was

45Recall that in conformal coordinates ~H~Φ = 0 in Rm is equivalent to ∆~Φ = 0.
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present in the original nomenclature given by Wilhelm Blaschke
and his school where Willmore surfaces were called conformal

minimal surfaces see [Bla3] and [Tho]. Because of this strong
link with minimal surface theory combined with the fundamen-

tal conformal invariance property one can then naturally expect
the family of Willmore surfaces to be of special interest in ge-
ometry .

X.5.1 The Euler-Lagrange equation of Shadow, Thomsen and Weiner.

We first introduce the notion of Willmore surfaces.

Definition X.3. Let ~Φ be a smooth immersion of a surface Σ2

such that W (~Φ) < +∞. ~Φ is a critical point for W if

∀~ξ ∈ C∞
0 (Σ2,Rm)

d

dt
W (~Φ + t~ξ)t=0 = 0 (X.63)

Such an immersion is called Willmore. ✷

Willmore immersions are characterized by an Euler Lagrange
equation which has been discovered in dimension 3 by Shadow46

and also appear in the PhD work of Gerhard Thomsen [Tho],
student of Wilhelm Blaschke. The equation in general codimen-

sion, m ≥ 3 arbitrary has been derived by Joel Weiner in [Wei].

Theorem X.5. A smooth immersion ~Φ into Rm is Willmore
(i.e. satisfies (X.63)) if and only if it solves the following equa-

tion
∆⊥ ~H~Φ − 2| ~H~Φ|2 ~H~Φ + Ã( ~H~Φ) = 0 (X.64)

where ∆⊥ is the negative covariant laplacian operator for the
connection47 induced by the ambiant metric on the normal bun-

46See the comment by Whilhelm Blaschke in Ex. 7 83 chapter 8 of [Bla3].
47The assocated covariant derivative for any normal vector-field ~X is given by

DZ
~X := π~n(d ~X · Z) .
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dle to ~Φ(Σ2) : for all ~X normal vector field to ~Φ(Σ2) one has

∆⊥ ~X := −π~n
[

d∗g
(

π~n

[

d ~X
])]

= π~n

[

(det g)−1/2∂xi

(

gij
√

det g π~n

[

∂xj
~X
])]

where d∗g is the adjoint of d for the induced scalar product g :=
~Φ∗gRm on Σ2 and where we are using local coordinates on Σ2 in
the last line. Finally Ã is the following linear map

∀ ~X ∈ Rm Ã( ~X) =

2
∑

i,j=1

~I(ei, ej) <~I(ei, ej), ~X > , (X.65)

where (e1, e2) is an orthonormal basis of TΣ2 for the induced

metric g := ~Φ∗gRm. ✷

In the sequel we shall often omit the suscribt ~Φ when there

is no ambiguity and for instance ~H~Φ will sometimes be simply

denoted ~H.

In dimension 3 the equation (X.64) takes a simpler form. ~n
in this case is an S2 valued vector and

π~n(d ~H) =
〈

~n, d ~H
〉

~n = dH ~n .

where ∗g is the Hodge operator for the induced metric g on Σ2

pulled-back of the ambiant metric in Rm by ~Φ. Hence

d∗g
(

π~n(d ~H)
)

= d∗g (dH ~n) = d∗gdH ~n+ ∗g (dH ∧ ∗gd~n) .

Thus

∆⊥ ~H = −π~n
[

d∗g
(

π~n(d ~H)
)]

= −d∗gdH ~n = ∆gH ~n , (X.66)

where ∆g is the negative Laplace Beltrami operator for the in-

duced metric g on Σ2. Since ~I takes value in the normal plane
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to ~Φ∗TΣ2, we have

Ã( ~H) =

2
∑

i,j=1

~I(ei, ej)
〈

~I(ei, ej), ~H
〉

= H
2
∑

i,j=1

|~I|2(ei, ej) ~n .

We take for (e1, e2) an orthonormal basis of principal directions

for < ~n, I > (·, ·). Thus we have |~I|2(ei, ej) = κei δ
j
i and

Ã( ~H) = H (κ21 + κ22) ~n

= H (4H2 − 2K) ~n
(X.67)

Combining (X.64) with (X.66) and (X.67), we obtain the follow-

ing result which is a particular case of theorem X.5.

Theorem X.6. A smooth immersion ~Φ into R3 is Willmore (i.e.
satisfies (X.63)) if and only if it solves the following equation

∆gH + 2H (H2 −K) = 0 , (X.68)

where H is the mean curvature of the immersed surface ~Φ(Σ2),
K the Gauss curvature and ∆g the negative Laplace-Beltrami

operator for the induced metric g obtained by pulling-back by ~Φ

the standard metric in R3
✷

Proof of theorem X.5.

Let
~Φ : [0, 1]× Σ2 −→ Rm

be a smooth map such that ~Φ(t, ·) (that we also denote ~Φt) is

an immersion for every t and ~Φ0 is a Willmore surface. Denote
~H(t, p) the mean-curvature vector of the surface ~Φt(Σ

2) at the

point ~Φt(p).

132



Let TRm ~Φ([0, 1]×Σ2) be the restriction of the tangent bun-
dle to Rm over ~Φ([0, 1]× Σ2).

The pull-back bundle ~Φ−1(TRm ~Φ([0, 1] × Σ2)) can be de-
composed into a direct bundle sum

~Φ−1(TRm ~Φ([0, 1]× Σ2)) = T ⊕ N

↓

I × Σ

where the fiber T(t,p) over the point (t, p) ∈ [0, 1]× Σ2 is made

of the vectors in Rm tangent to ~Φt(Σ
2) and N(t,p) is made of the

vectors in Rm normal to ~Φ∗(T(t,p)Σ2) at ~Φ(t, p). On T we define

the connection ∇ as follows : let σ be a section of T then we set

∀X ∈ T(t,p)([0, 1]× Σ2) ∇Xσ := πT (dσ ·X) .

where πT is the orthogonal projection onto ~Φ∗(T(t,p)Σ2). On N
we define the connection D as follows : let τ be a section of N

then we set

∀X ∈ T(t,p)([0, 1]× Σ2) DXσ := π~n(dσ ·X) .

where π~n is the orthogonal projection onto the normal space to
~Φ∗(T(t,p)Σ2).

The first part of the proof consists in computing

D ∂
∂t

~H(0, p) ∀p ∈ Σ2 .

To this purpose we introduce in a neighborhood of (0, p) some
special trivialization of T and N .

Let (~e1, ~e2) be a positive orthonormal basis of ~Φ∗(T(0,p)Σ
2).

Both ~e1 and ~e2 are points in the bundle T . We first transport

parallely ~e1 and ~e2, with respect to the connection ∇, along the
path {(t, p) ; ∀t ∈ [0, 1]}. The resulting parallely transported

133



vectors are denoted ~ei(t, p). The fact that this transport is par-
allel w.r.t. ∇ implies that (~e1(t, p), ~e2(t, p)) realizes a positive

orthonormal basis48 of ~Φ∗(t× TpΣ
2).

Next we extend ~ei(t, p) parallely and locally in {t}×Σ2 with

respect again to ∇ along geodesics in {t} × Σ2 starting from
(t, p) for the induced metric ~Φ∗

tgRm.
We will denote also ei := (~Φ−1

t )∗~ei. By definition one has

~H(t, p) :=
1

2

2
∑

s=1

π~n(d~es · es) =
1

2

2
∑

s=1

Des~es ,

where we have extended the use of the notationD for any section

of T ⊕N in an obvious way49. Hence we have

D ∂
∂t

~H =
1

2

2
∑

s=1

D ∂
∂t
(Des~es) (X.69)

Since on ~Φ([0, 1] × {p}) one has ∇~es ≡ 0 and since moreover

∇ +D coincides with the differentiation50 d in Rm one has

D ∂
∂t
(Des~es)(0, p) = D ∂

∂t
(d~es · es)(0, p)

= π~n (d (∂t~es) · es) + π~n (d~es · ∂tes)
(X.70)

Observe that for a fixed q ∈ Σ2 es(t, q) stays in TqΣ
2 as t varies

and then there is no need of a connection to define ∂tes. Observe
moreover that ∂tes = [∂t, es]. Thus (X.69) together with (X.70)

48Indeed

∇ ∂
∂t
~ei = 0 ⇒ πT

(

d~ei ·
∂

∂t

)

= 0

⇒ ∀ i, j
〈

∂~ei
∂t
, ~ej

〉

= 0 ⇒ ∀ i, j ∂

∂t
< ~ei, ~ej >= 0 .

49DXσ := π~n(dσ ·X). D does not realizes a connection on the whole T ⊕N .
50d is the flat standard connection on TRm
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imply

D ∂
∂t

~H =
1

2

2
∑

s=1

Des (∂t~es) +
1

2

2
∑

s=1

D[∂t,es]~es . (X.71)

We denote V := ∂t~Φ. Observe that

∂t~es = ∂t(d~Φ · es) = d~V · es + d~Φt · ∂tes

= d~V · es + d~Φ · [∂t, es] = d~V · es + [~V ,~es] .
(X.72)

Observe moreover that for two tangent vector-fields X and Y
on Σ2 one has51

DX(d~Φ · Y ) = DY (d~Φ ·X) . (X.73)

This last identity implies in particular that

Des([
~V ,~es]) = D[∂t,es]~es . (X.74)

Combining (X.71), (X.72) and (X.74) gives

D ∂
∂t

~H =
1

2

2
∑

s=1

Des(d
~V · es) +

2
∑

s=1

Des[
~V ,~es] . (X.75)

We have

[~V ,~es] = d~Φ · [∂t, es] = d~es · ∂t − d~V · es
51Indeed in local coordinates (x1, x2) in Σ2 one has

DX(d~Φ · Y ) =
2
∑

k,j=1

π~n(∂xk
(∂xj

~ΦYj)Xk)

=
∑2

j,k=1 π~n(∂xj
(∂xk

~ΦXk)Yj)−
∑2

j,k=1 π~n(∂xk
~ΦYj ∂xj

Xk) = DY (d~Φ ·X) ,

where we have used the fact for all j, k = 1, 2

~n(∂xk
~ΦYj ∂xj

Xk) = 0 and ~n(∂xj
~ΦXk ∂xk

Yj) .
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Since [~V ,~es] is tangent to ~Φt(Σ
2), by composing the previous

identity with the orthogonal projection πT on the tangent space

to ~Φt(Σ
2) we obtain

[~V ,~es] = πT (d~es · ∂t)− πT (d~V · es) = ∇∂t ~es −∇es
~V . (X.76)

Using (X.73) we have

Des(∇∂t ~es) = D∇∂t ~es
~es

Since ∇∂t ~es = 0 along the curve [0, 1] × {p} one deduces from
the previous identity that

Des(∇∂t ~es)(t, p) ≡ 0 . (X.77)

Combining (X.75) with (X.76) and (X.77) we obtain

D ∂
∂t

~H =
1

2

2
∑

s=1

[

Des(d
~V · es)− 2Des(∇es

~V )
]

. (X.78)

We decompose ~V = ~V N + ~V T where ~V N = π~n(~V ) and ~V T =
πT (~V ) and after writting d~V ·es = ∇es

~V +Des
~V , (X.78) becomes

D ∂
∂t

~H =
1

2

2
∑

s=1

[

Des(Des
~V N)−Des(∇es

~V N)
]

+
1

2

2
∑

s=1

[

Des(Des
~V T )−Des(∇es

~V T )
]

(X.79)

Observe that

2
∑

s=1

Des(Des
~V N) = ∆⊥~V

N , (X.80)

and

Des(∇es
~V N) = ~I(es,∇es

~V N) . (X.81)
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We have moreover

∇es
~V N =

2
∑

k=1

< ∇es
~V N , ~ek > ~ek =

2
∑

k=1

< d~V N · es, ~ek > ~ek

= −
2
∑

k=1

< ~V N , d~ek · es > ~ek = −
2
∑

k=1

< ~V N , Des~ek > ~ek

Combining this last identity with (X.81) gives

2
∑

s=1

Des(∇es
~V N) = −

2
∑

s,k=1

Des~ek
~I(~es, ~ek) = −Ã(~V N) . (X.82)

Now, since ~Φ0+ t~V
T preserves infinitesimally the surface ~Φ0(Σ

2)
an since the Willmore energy is independent of the parametriza-

tion, one has

d

dt

∫

Σ2

| ~H~Φ0+t~V T |2 dvol(~Φ0+t~V T )∗gRm
= 0 .

In other words, tangent variations do not change the Willmore
energy at the first order. Therefore we can assume ~V = ~V N and

combining (X.79) with (X.80) and (X.82) gives finally if ~V T = 0

D ∂
∂t

~H =
1

2

[

∆⊥~V
N + Ã(~V N)

]

. (X.83)

Let (gtij)ij := (~Φ+ t~V )∗gRm, a straightforward computation gives
in local coordinates

gtij = gij + t
[

< ∂xi
~V , ∂xj

~Φ > + < ∂xj
~V , ∂xi

~Φ >
]

+ o(t) ,

from which we deduce

det(gtij)

det(gij)
− 1 = 2

2
∑

k,j=1

gjk < ∂xk
~V , ∂xj

~Φ > +o(t) .
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where (gik) is the inverse matrix to (gij). Thus

d
dt

√

det(gtij)(0)
√

det(gij)
=

2
∑

k=1

gjk < ∂xk
~V , ∂xj

~Φ > .

Since we are led to consider only ~V orthogonal to (~Φ0)∗(TΣ2)
we have

2
∑

k=1

gjk < ∂xk
~V , ∂xj

~Φ >= −
2
∑

k=1

gjk < ~V , ∂2xj xk
~Φ >

= −
2
∑

k=1

gjk < ~V , π~n(∂
2
xj xk

~Φ) >= −2 < ~H, ~V > .

Hence we have proved that

d

dt
(dvol~Φ∗

t gRm
)(0) = −2 < ~H, ~V > dvol~Φ∗gRm

. (X.84)

Combining (X.83) and (X.84) we obtain52

d

dt

∫

Σ2

| ~Ht|2 dvol~Φ∗
t gRm

= 2

∫

Σ2

< D∂t
~H, ~H > dvol~Φ∗gRm

−2

∫

Σ2

| ~H|2 < ~H, ~V > dvol~Φ∗gRm

=

∫

Σ2

〈

∆⊥~V + Ã(~V )− 2| ~H|2 ~V , ~H
〉

dvol~Φ∗gRm

=

∫

Σ2

〈

∆⊥ ~H + Ã( ~H)− 2| ~H|2 ~H, ~V
〉

dvol~Φ∗gRm

The immersion ~Φ is Willmore if and only if

d

dt

∫

Σ2

| ~Ht|2 dvol~Φ∗
t gRm

= 0

52These first variations of ~H and dvolg were known in codimension 1 probably even
before W.Blaschke see 117 in [Bla1].
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for any perturbation ~V which is equivalent to (X.64) and theo-
rem X.5 is proved. ✷

As mentioned in the introduction of this course questions we
are interested in are analysis questions for conformally invariant

lagrangians.
In this part of the course devoted to Willmore Lagrangian we

shall look at the following problems :

i) Does there exists a minimizer of Willmore functional among

all smooth immersions for a fixed 2-dimensional surface Σ2

? and, if yes, can one estimate the energy and special prop-
erties of such a minimizer ?

ii) Does there exists a minimizers of Willmore functional among

a more restricted class of immersions such as conformal im-
mersions for a fixed chosen conformal class c on Σ ? or does

there exist a minimizing immersion of Willmore functional
among all immersions into R3 enclosing a domain of given
volume and realizing a fixed area...

iii) What happens to a sequence of weak Willmore immersions

of a surface Σ2 having a uniformly bounded energy at the
limit ? does it convergence in some sense to a surface which
is still Willmore and if not what are the possible ”weak

limits” of Willmore surfaces ?

iv) How stable is the Willmore equation ? that means : follow-
ing a sequence of ”almost Willmore” surfaces ”solving more

and more” the Willmore equation - Willmore Palais Smale
sequences for instance - does such a sequence converges to
a Willmore surface ?

v) Can one apply fundamental variational principles such as

Ekeland’s variational Principles or Mountain pass lemma
to the Willmore functional ?
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vi) Is there a weak notion of Willmore immersions and, if yes,
is any such a weak solution smooth ?

We will devote the rest of the course to these questions which
are very much related to another - as an experienced non-linear

analysts could anticipate ! -. To this aim we have to find a
suitable framework for developing calculus of variation questions

for Willmore functional.
The first step consists naturally in trying to confront the

Euler Lagrange Willmore equation (X.64) we obtained to the

questions i)· · · vi).
In codimension 3 the Schadow’s-Thomsen equation of Will-

more surfaces is particularly attractive because of it’s apparent
simplicity :

i) The term ∆gH is the application of a somehow classical
linear elliptic operator - the Laplace Beltrami Operator

- on the mean-curvature H.

ii) The nonlinear terms 2H (H2−K) is an algebraic function

of the principal curvatures.

Despite it’s elegance, Schadow-Thomsen’s equation is however

very complex for an analysis approach and for the previous ques-
tions i)· · · vi) we posed. Indeed

i) The term ∆gH is in fact the application of the Laplace

Beltrami Operator to the mean curvature but this opera-
tor it depends on the metric g which itself is varying

depending of the immersion ~Φ. Hence ∆g could, in the min-
imization procedures we aim to follow, strongly degenerate
as the immersion ~Φ degenerates.

ii) Already in codimension 1 where the problem admits a sim-

pler formulation, the non-linear term 2H (H2−K) is some-
how supercritical with respect to the Lagrangian : indeed
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the Willmore Lagrangian ”controls” the L2 norm of the
mean curvature and the L2 norm of the second fundamental

form for a given closed surface for instance. However the
non-linearity in the Eular Lagrange equation in the form

(X.64) is cubic in the second fundamental form. Having
some weak notion of immersions with only L2-bounded sec-
ond fundamental form would then be insufficient to write

the equation though the Lagrangian from which this equa-
tion is deduced would make sense for such a weak immer-

sion ! This provides some apparent functional analysis
paradox.

X.5.2 The conservative form of Willmore surfaces equation.

In [Riv2] an alternative form to the Euler Lagrange equation
of Willmore functional was proposed. We the following result
plays a central role in the rest of the course.

Theorem X.7. Let ~Φ be a smooth immersion of a two dimen-
sional manifold Σ2 into Rm then the following identity holds

∆⊥ ~H + Ã( ~H)− 2| ~H|2 ~H

=
1

2
d∗g
[

d ~H − 3π~n(d ~H) + ⋆(∗gd~n ∧ ~H)
]

(X.85)

where ~H is the mean curvature vector of the immersion ~Φ, ∆⊥
is the negative covariant laplacian on the normal bundle to the
immersion, Ã is the linear map given by (X.65), ∗g is the Hodge
operator associated to the pull-back metric ~Φ∗gRm on Σ2, d∗g =
− ∗g d ∗g is the adjoint operator with respect to the metric g to

the exterior differential d, ~n is the Gauss map to the immersion,
π~n is the orthogonal projection onto the normal space to the tan-

gent space ~Φ∗TΣ2 and ⋆ is the Hodge operator from ∧pRm into
∧m−pRm for the canonical metric in Rm. ✷
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A straightforward but important consequence of theorem X.7
is the following conservative form of Willmore surfaces equa-

tions.

Corollary X.3. An immersion ~Φ of a 2-dimensional manifold

Σ2 is Willmore if and only if the 1-form given by

∗g
[

d ~H − 3π~n(d ~H) + ⋆(∗gd~n ∧ ~H)
]

is closed. ✷

The analysis questions for Willmore immersions we raised in

the previous subsection can be studied basically from two point
of views

i) By working with the maps ~Φ themseves.

ii) By working with the immersed surface : the image ~Φ(Σ2) ⊂
Rm.

The drawback of the first approach is the huge invariance group

of the problem containing the positive diffeomorphism group of
Σ2. The drawback of the second approach comes from the fact
that the Euler Lagrange equation is defined on an unknown ob-

ject ~Φ(Σ2). In this course we shall take the first approach but by
trying to ”break” as much as we can the symmetry invariance

given by the action of positive diffeomorphisms of Σ2. From
Gauge theory and in particular from Yang-Mills theory a nat-

ural way to ”break” a symmetry group is to look for Coulomb
gauges. As we will explain the concept of Coulomb gauge trans-

posed to the present setting of immersions of 2-dimensional
manifolds is given by the Isothermal coordinates (or conformal
parametrization). We shall make an intensive use of these con-

formal parametrization and therefore we shall make an inten-
sive use of the conservative form of Willmore surfaces equation
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written in isothermal coordinates. A further corollary of the-
orem X.7 giving the Willmore surfaces equations in isothermal

coordinates is the following.

Corollary X.4. A conformal immersion ~Φ of the flat disc D2

is Willmore if and only if

div
[

∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H)
]

= 0 (X.86)

where the operators div, ∇ and ∇⊥ are taken with respect to the
flat metric53 in D2. ✷

In order to exploit analytically equation (X.86) we will need
a more explicit expression of π~n(∇ ~H). Let be the interior

multiplication between p− and q−vectors p ≥ q producing p −
q−vectors in Rm such that (see [Fe] 1.5.1 combined with 1.7.5)

: for every choice of p−, q− and p− q−vectors, respectively α,
β and γ the following holds

〈α β, γ〉 = 〈α, β ∧ γ〉 .

Let (~e1, ~e2) be an orthonormal basis of the orthogonal 2-plane

to the m− 2 plane given by ~n and positively oriented in such a
way that

⋆(~e1 ∧ ~e2) = ~n

and let (~n1 · · ·~nm−2) be a positively oriented orthonormal basis
of the m− 2-plane given by ~n satisfying ~n = ∧α~nα. One verifies

easily that


















~n ~ei = 0

~n ~nα = (−1)α−1 ∧β 6=α ~nβ

~n (∧β 6=α~nβ) = (−1)m+α−2 ~nα

53div X = ∂x1
X1 + ∂x2

X2, ∇f = (∂x1
f, ∂x2

f) and ∇⊥f = (−∂x2
f, ∂x1

f).
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We then deduce the following identity :

∀~w ∈ Rm π~n(~w) = (−1)m−1 ~n (~n ~w) (X.87)

From (X.87) we deduce in particular

π~n(∇ ~H) = ∇ ~H − (−1)m−1 ∇(~n) (~n ~w)

−(−1)m−1 ~n (∇(~n) ~H)
(X.88)

It is interesting to look at the equation (X.86) in the codi-
mension 1 case (m = 3). In this particular case we have proved

the following equivalence : Let ~Φ be a conformal immersion from
the 2 disc D2 into R3 then

∆gH + 2H (H2 −K) = 0

m

div
[

2∇ ~H − 3H∇~n−∇⊥~n× ~H
]

= 0

(X.89)

It is now clear, at least in codimension 1, that the conserva-

tive form of Willmore surface equation is now compatible with
the Willmore lagrangian in the sense that this 2nd equation in

(X.89) has a distributional sense assuming only that
∫

D2

|d~n|2g dvolg =
∫

D2

|∇~n|2 dx1 dx2 < +∞

⇓

∇ ~H ∈ H−1(D2) ,

3H∇~n ∈ L1(D2) and ∇⊥~n× ~H ∈ L1(D2)

Thus under the minimal assumption saying that the second fun-

damental form is in L2 (that comes naturally from our vari-
ational problem W (~Φ) < +∞), in conformal coordinates, the
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quantity

div
[

2∇ ~H − 3H∇~n−∇⊥~n× ~H
]

is an ”honest” distribution in D′(D2) whereas, under such min-
imal assumption

∆gH + 2H (H2 −K)

has no distributional meaning at all. This is why the con-

servative form of the Willmore surface equation is more suitable
to solve the analysis questions i) · · · vi) we are asking. The same

happens in higher codimension as well. Using (X.88), one sees
that, under the assumption that ∇~n ∈ L2 one has

∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H) ∈ H−1 + L1

which is again an honest distribution.

The second equation in (X.89) is in conservative-elliptic

form which is critical in 2 dimension under the assumption
that ~n ∈ W 1,2. For a sake of clarity we present it in codimension

1 though this holds identically in arbitrary codimension.
In codimension 1 we write the Willmore surface equation as

follows

∆ ~H = div

[

3

2
H ∇~n+

1

2
∇⊥~n× ~H

]

(X.90)

the right-hand-side of (X.90) is the flat Laplacian of ~H and the

left-hand-side is the divergence of a Rm vector-field wich is a
bilinear map of the second fundamental form. Assuming hence

~n ∈ W 1,2 we deduce 3/2 H∇~n+1/2∇⊥~n× ~H ∈ L1(D2). Adams
result on Riesz potentials [Ad] implies that

∆−1
0 div

[

3

2
H∇~n+

1

2
∇⊥~n× ~H

]

∈ L2,∞

where ∆−1
0 is the Poisson Kernel on the disc D2. Inserting this

information back in (X.90) we obtain ~H ∈ L2,∞
loc (D

2) which is
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almost the information we started from54. This phenomenon
characterizes critical elliptic systems as we saw it already

in the first section of this course while presenting the elliptic
systems of quadratic growth in two dimension for W 1,2 norm.

It remains now in this subsection to prove theorem X.7.

In order to make the proof of theorem X.7 more accessible
we first give a proof of it in the codimension 1 setting which is

simpler and then we will explain how to generalize it to higher
codimension.

The result is a local one on Σ2 therefore we can work locally

in a disc-neighborhood of a point and use isothermal coordinates
on this disc. This means that we can assume ~Φ to be a conformal

immersion from the unit disc D2 ⊂ R2 into R3.
we will need the following general lemma for conformal im-

mersions of the 2-disc in R3

Lemma X.2. Let ~Φ be a conformal immersion from D2 into R3.

Denote by ~n the Gauss map of the conformal immersion ~Φ and
denote by H the mean curvature. Then the following identity
holds

−2H ∇~Φ = ∇~n+ ~n×∇⊥~n (X.91)

where ∇· := (∂x1·, ∂x2·) and ∇⊥· := (−∂x2·, ∂x1·). ✷

Proof of lemma X.2. Denote (~e1, ~e2) the orthonormal basis
of ~Φ∗(TΣ2) given by

~ei := e−λ
∂~Φ

∂xi
,

54We will see in the next subsection that ~n ∈ W 1,2 implies that the conformal factor is
bounded in L∞ and then, since again the parametrization is conformal, we have

H ∈ L2,∞
loc (D2) =⇒ ∇~n ∈ L2,∞

loc (D2)

.
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where eλ = |∂x1~Φ| = |∂x2~Φ|. The oriented Gauss map ~n is then
given by

~n = e−2λ ∂~Φ

∂x1
× ∂~Φ

∂x2
.

We have






< ~e1, ~n×∇⊥~n >= − < ∇⊥~n,~e2 >

< ~e2, ~n×∇⊥~n >=< ∇⊥~n,~e1 > .

From which we deduce






−~n× ∂x2~n =< ∂x2~n,~e2 > ~e1− < ∂x2~n,~e1 > ~e2

~n× ∂x1~n = − < ∂x1~n,~e2 > ~e1+ < ∂x1~n,~e1 > ~e2

Thus






∂x1~n− ~n× ∂x2~n = [< ∂x2~n,~e2 > + < ∂x1~n,~e1 >] ~e1

∂x2~n+ ~n× ∂x1~n = [< ∂x2~n,~e2 > + < ∂x1~n,~e1 >] ~e2

Since H = −e−λ 2−1[< ∂x2~n,~e2 > + < ∂x1~n,~e1 >] we deduce

(X.91) and Lemma X.2 is proved. ✷

Proof of theorem X.7 in codimension 1.
We can again assume that ~Φ is conformal. First take the

divergence of (X.91) and multiply by H. This gives

−2H2 ∆~Φ− 2H∇H · ∇~Φ = H div
[

∇~n+ ~n×∇⊥~n
]

. (X.92)

We replace−2H∇~Φ in (X.92) by the expression given by (X.91),
moreover we also use the expression of the mean curvature vector

in terms of ~Φ :
∆~Φ = 2e2λ ~H . (X.93)

So (X.92) becomes

−4H2 ~H e2λ +∇H ·
[

∇~n+ ~n×∇⊥~n
]

= H div
[

∇~n+ ~n×∇⊥~n
]

.
(X.94)
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The definition of the Gauss curvature gives

K ~n = −e
−2λ

2
∇~n×∇⊥~n = −e

−2λ

2
div
[

~n×∇⊥~n
]

(X.95)

Inserting (X.95) in (X.94) gives

−4e2λ ~H (H2 −K) +∇H ·
[

∇~n+ ~n×∇⊥~n
]

= H div
[

∇~n− ~n×∇⊥~n
]

.
(X.96)

This becomes

−4e2λ ~H (H2 −K)− 2∆H ~n

= div
[

−2∇H ~n+H ∇~n− ~H ×∇⊥~n
]

.
(X.97)

Using now ”intrinsic notations” (independent of the parametriza-

tion) on (Σ2, g), (X.97) says

4 ~H (H2 −K) + 2∆gH ~n

= d∗g
[

−2dH ~n+H d~n− ∗ ~H × d~n
]

.
(X.98)

which is the desired identity (X.85) and theorem X.7 is proved

in codimension 1. ✷

Before to proceed to the proof of theorem X.7 in arbitrary

codimension we first introduce some complex notations that will
be useful in the sequel. Assume ~Φ is a conformal immersion
into Rm, one denotes z = x1 + ix2, ∂z = 2−1(∂x1 − i∂x2), ∂z =

2−1(∂x1 + i∂x2).
Moreover we denote55







~ez := e−λ∂z~Φ = 2−1(~e1 − i~e2)

~ez := e−λ∂z~Φ = 2−1(~e1 + i~e2)

55Observe that the notation has been chosen in such a way that ~ez = ~ez.
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Observe that


























〈~ez, ~ez〉 = 0

〈~ez, ~ez〉 =
1

2

~ez ∧ ~ez =
i

2
~e1 ∧ ~e2

(X.99)

Introduce moreover the Weingarten Operator expressed in our

conformal coordinates (x1, x2) :

~H0 :=
1

2

[

~I(e1, e1)−~I(e2, e2)− 2 i~I(e1, e2)
]

.

With these notations the following lemma holds

Lemma X.3. Let ~Φ be a conformal immersion of D2 into Rm

πT (∂z ~H)− i ⋆ (∂z~n ∧ ~H) = −2
〈

~H, ~H0

〉

∂z~Φ (X.100)

and hence

∂z ~H − 3π~n(∂z ~H)− i ⋆ (∂z~n ∧ ~H)

= −2
〈

~H, ~H0

〉

∂z~Φ− 2 π~n(∂z ~H)
(X.101)

✷

Remark X.2. Observe that with these complex notations the
identity (X.85), which reads in conformal coordinates

−e
−2λ

2
div
[

∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H)
]

= ∆⊥ ~H + Ã( ~H)− 2| ~H|2 ~H ,

(X.102)

becomes

4 e−2λ ℜ
(

∂z

[

π~n(∂z ~H) +
〈

~H, ~H0

〉

∂z~Φ
])

= ∆⊥ ~H + Ã( ~H)− 2 | ~H|2 ~H ,

(X.103)

✷
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Proof of lemma X.3. We denote by (~e1, ~e2) the orthonor-
mal basis of ~Φ∗(TD2) given by

~ei = e−λ
∂~Φ

∂xi
.

With these notations the second fundamental form h which is a

symmetric 2-form on TD2 into (~Φ∗TD2)⊥ is given by

h =
∑

α,i,j h
α
ij ~nα ⊗ (~ei)

∗ ⊗ (~ej)
∗

with hαij = −e−λ
(

∂~nα

∂xi
, ~ej

) (X.104)

We shall also denote

~hij := ~I(~ei, ~ej) =
m−2
∑

α=1

hαij ~nα

In particular the mean curvature vector ~H is given by

~H =

m−2
∑

α=1

Hα ~nα =
1

2

m−2
∑

α=1

(hα11 + hα22)~nα =
1

2
(~h11 + ~h22) (X.105)

Let ~n be the m − 2 vector of Rm given by ~n = ~n1 ∧ · · · ∧ ~n2.
We identify vectors and m − 1-vectors in Rm using the Hodge

operator ⋆ of Rm for the canonical flat metric. Hence we have
for instance

⋆(~n ∧ ~e1) = ~e2 and ⋆ (~n ∧ ~e2) = −~e1 (X.106)

Since ~e1, ~e2, ~n1 · · ·~nm−2 is a basis of T~Φ(x1,x2)R
m, we can write for

every α = 1 · · ·m− 2

∇~nα =

m−2
∑

β=1

< ∇~nα, ~nβ > ~nβ +

2
∑

i=1

< ∇~nα, ~ei > ~ei
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and consequently

⋆(~n ∧ ∇⊥~nα) =< ∇⊥~nα, ~e1 > ~e2− < ∇⊥~nα, ~e2 > ~e1 (X.107)

Hence

⋆(∇⊥~n ∧ ~H) = − < ∇⊥ ~H,~e1 > ~e2+ < ∇⊥ ~H,~e2 > ~e1

=< ~H, π~n(∇⊥~e1) > ~e2− < ~H, π~n(∇⊥~e2) > ~e1

Using (X.104), we then have proved

⋆(∇⊥~n ∧ ~H) =





− < ~H,~h12 > ∂x2
~Φ+ < ~H,~h22 > ∂x1

~Φ

< ~H,~h11 > ∂x2
~Φ− < ~H,~h12 > ∂x1

~Φ





(X.108)

The tangential projection of ∇ ~H is given by

πT (∇ ~H) =< ∇ ~H,~e1 > ~e1+ < ∇ ~H,~e2 > ~e2

= − < ~H, π~n(∇~e1) > ~e1− < ~H, π~n(∇~e2) > ~e2 .

Hence

πT (∇ ~H) =





− < ~H,~h11 > ∂x1
~Φ− < ~H,~h12 > ∂x2

~Φ

− < ~H,~h12 > ∂x1
~Φ− < ~H,~h22 > ∂x2

~Φ





(X.109)

Combining (X.108) and (X.109) gives

−πT (∇ ~H)− ⋆(∇⊥~n ∧ ~H) =





< ~H,~h11 − ~h22 > ∂x1
~Φ + 2 < ~H,~h12 > ∂x2

~Φ

2 < ~H,~h12 > ∂x1
~Φ+ < ~H,~h22 − ~h11 > ∂x2

~Φ





(X.110)
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This last identity written with the complex coordinate z is ex-
actly (X.100) and lemma X.3 is proved. ✷

Before to move to the proof of theorem X.7 we shall need two
more lemma. First we have

Lemma X.4. Let ~Φ be a conformal immersion of the disc D2

into Rm, denote z := x1 + ix2, e
λ := |∂x1~Φ| = |∂x2~Φ| denote

~ei := e−λ ∂xi~Φ , (X.111)

and let ~H0 be the Weingarten Operator of the immersion ex-
pressed in the conformal coordinates (x1, x2) :

~H0 :=
1

2
[I(~e1, ~e1)− I(~e1, ~e1)− 2 i I(~e1, ~e2)]

Then the following identities hold

∂z
[

eλ ~ez
]

=
e2λ

2
~H , (X.112)

and

∂z
[

e−λ~ez
]

=
1

2
~H0 . (X.113)

✷

Proof of lemma X.4. The first identity (X.112) comes simply

from the fact that ∂z∂z~Φ = 1
4∆

~Φ, from (X.117) and the expres-
sion of the mean curvature vector in conformal coordinates that

we have seen several times and which is given by

~H =
e−2λ

2
∆~Φ .

It remains to prove the identity (X.113). One has moreover

∂z
[

eλ~ez
]

= ∂z∂z~Φ =
1

4

[

∂2x21
~Φ− ∂2x22

~Φ− 2 i ∂2x1x2
~Φ
]

. (X.114)
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In one hand the projection into the normal direction gives

π~n

[

∂2x21
~Φ− ∂2x22

~Φ− 2 i ∂2x1x2
~Φ
]

= 2 e2λ ~H0 . (X.115)

In the other hand the projection into the tangent plane gives

πT

[

∂2x21
~Φ− ∂2x22

~Φ− 2 i ∂2x1x2
~Φ
]

= e−λ
〈

∂x1
~Φ,
[

∂2x21
~Φ− ∂2x22

~Φ− 2 i ∂2x1x2
~Φ
]〉

~e1

+ e−λ
〈

∂x2
~Φ,
[

∂2x21
~Φ− ∂2x22

~Φ− 2 i ∂2x1x2
~Φ
]〉

~e2 .

This implies after some computation

πT

[

∂2x21
~Φ− ∂2x22

~Φ− 2 i ∂2x1x2
~Φ
]

= 2 eλ [∂x1λ− i∂x2λ] ~e1 − 2 eλ [∂x2λ+ i∂x1λ] ~e2

= 8 ∂ze
λ ~ez .

(X.116)

The combination of (X.114), (X.115) and (X.116) gives

∂z
[

eλ~ez
]

=
e2λ

2
~H0 + 2 ∂ze

λ ~ez ,

which implies (X.113). ✷

The last lemma we shall need in order to prove theorem X.7

is the Codazzi-Mainardi identity that we recall and prove below.

Lemma X.5. [Codazzi-Mainardi Identity.] Let ~Φ be a con-

formal immersion of the disc D2 into Rm, denote z := x1 + ix2,
eλ := |∂x1~Φ| = |∂x2~Φ| denote

~ei := e−λ ∂xi~Φ , (X.117)

and let ~H0 be the Weingarten Operator of the immersion ex-
pressed in the conformal coordinates (x1, x2) :

~H0 :=
1

2
[I(~e1, ~e1)− I(~e1, ~e1)− 2 i I(~e1, ~e2)]
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Then the following identity holds

e−2λ ∂z

(

e2λ < ~H, ~H0 >
)

=< ~H, ∂z ~H > + < ~H0, ∂z ~H > .

(X.118)

✷

Proof of lemma X.5. Using (X.113) we obtain

< ∂z ~H0, ~H >= 2
〈

∂z

[

∂z

(

e−2λ ∂z~Φ
)]

, ~H
〉

= 2
〈

∂z

[

∂z

(

e−2λ ∂z~Φ
)]

, ~H
〉

.

Thus

< ∂z ~H0, ~H >

= −4
〈

∂z

[

∂zλ e
−2λ ∂z~Φ

]

, ~H
〉

+

〈

∂z

[

e−2λ

2
∆~Φ

]

, ~H

〉

= −2∂zλ
〈

~H0, ~H
〉

+
〈

∂z ~H, ~H
〉

.

This last identity implies the Codazzi-Mainardi identity (X.118)

and lemma X.5 is proved. ✷

Proof of theorem X.7. Du to lemma X.3, as explained in

remark X.2, it suffices to prove in conformal parametrization
the identity (X.103). First of all we observe that

4 e−2λℜ
(

π~n

(

∂z

[

π~n(∂z ~H)
]))

= e−2λ π~n

(

div
[

π~n(∇ ~H)
])

= ∆⊥ ~H

(X.119)
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The tangential projection gives

4 e−2λ πT

(

∂z

[

π~n(∂z ~H)
])

= 8 e−2λ
〈

∂z(π~n(∂z ~H)), ~ez

〉

~ez

+8 e−2λ
〈

∂z(π~n(∂z ~H)), ~ez

〉

~ez

(X.120)

Using the fact that ~ez and ~ez are orthogonal to the normal plane

we have in one hand using (X.112)
〈

∂z(π~n(∂z ~H)), ~ez

〉

= −e−λ
〈

π~n(∂z ~H), ∂z
[

eλ ~ez
]

〉

= −e
λ

2

〈

∂z ~H, ~H
〉

(X.121)

and in the other hand using (X.113)
〈

∂z(π~n(∂z ~H)), ~ez

〉

= −eλ
〈

π~n(∂z ~H), ∂z
[

e−λ ~ez
]

〉

= −e
λ

2

〈

∂z ~H, ~H0

〉

(X.122)

Combining (X.120), (X.121) and (X.122) we obtain

4 e−2λ πT

(

∂z

[

π~n(∂z ~H)
])

= −4 e−2λ
[〈

∂z ~H, ~H
〉

∂z~Φ +
〈

∂z ~H, ~H0

〉

∂z~Φ
]

(X.123)

Putting (X.119) and (X.123) together we obtain

4 e−2λℜ
(

∂z

[

π~n(∂z ~H)
])

= ∆⊥ ~H − 4 e−2λℜ
[[〈

∂z ~H, ~H
〉

+
〈

∂z ~H, ~H0

〉]

∂z~Φ
]

(X.124)
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Using Codazzi-Mainardi identity (X.118) and using also again
identity (X.113), (X.125) becomes

4 e−2λℜ
(

∂z

[

π~n(∂z ~H)+ < ~H, ~H0 > ∂z~Φ
])

= ∆⊥ ~H + 2ℜ
(〈

~H, ~H0

〉

~H0

)

.

(X.125)

The definition (X.65) of Ã gives

Ã( ~H) =

2
∑

i,j=1

< ~H,~hij > ~hij

hence a short elementary computation gives

Ã( ~H)− 2| ~H|2 ~H

= 2−1
〈

~H,~h11 − ~h22

〉

(~h11 − ~h22) + 2 < ~H,~h12 > ~h12

Using ~H0 this expression becomes

Ã( ~H)− 2| ~H|2 ~H = 2ℜ
(〈

~H, ~H0

〉

~H0

)

(X.126)

Combining (X.125) and (X.126) gives (X.103) which is the de-

sired inequality and theorem X.7 is proved. ✷
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X.6 Construction of Isothermal Coordinates.

In the previous subsection we discussed the difficulty to work
with the Willmore surfaces equation due to the huge invariance
group given by the space of positive diffeomorphisms of the sur-

face.
A classical way to by-pass this difficulty consists in ”break-

ing” the symmetry group (or ”gauge group”) of coordinates by
restricting to a special subclass satisfying the Coulomb condi-

tion. In the present subsection we will explain why this choice
corresponds to the conformal condition. We have seen in the pre-
vious subsection that, in such coordinates, the Willmore surface

equations can be written in a conservative-elliptic form which is
critical with respect to the L2−norm of the second fundamen-

tal form. This triggers the hope to give answers to the analysis
questions we raised for Willmore surfaces.

Breaking the symmetry group of coordinates by taking isother-
mal ones is however not enough per se. The uniformization the-

orem tells us that, taking the conformal class defined by the
pull-back metric ~Φ∗gRm on Σ2, there is a system of coordinates
on the fundamental domain of either C ∪∞, C or the Poincaré

half-plane corresponding to this class in which our immersion is
conformal. However, in a minimization procedure for instance,

taking a minimizing sequence of immersions ~Φk, assuming the
conformal class defined by ~Φk on Σ2 is controlled - is not con-

verging to the boundary of the moduli space - there is a-priori no
control of the conformal factor corresponding to the pull-back
metric ~Φ∗

kgRm and the fact that we are in conformal coordinates

is not helping much. We need then to have

Conformal coordinates + estimates of the conformal factor.

In Gauge theory such as in Yang-Mills problem in 4 dimension

for instance, the Coulomb choice of gauge is the one that pro-
vides estimates of the connection that will be controlled by the
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gauge invariant L2−norm of the curvature, provided this energy
is below some universal threshold. Similarly in the present sit-

uation the Coulomb Gauge - or conformal choice of coordinates
- will permit to control the L∞ norm of the pull-back metric

(the conformal factor) with the help of the ”gauge invariant”
L2-norm of the second fundamental form provided it stays be-
low the universal threshold :

√

8π/3. This will be the up-shot

of the present subsection. This L∞ control of the conformal fac-
tor will be an application of integrability of compensation and

Wente estimates more specifically.

X.6.1 The Chern Moving Frame Method.

We present a method originally due to S.S.Chern in order to con-
struct local isothermal coordinates. It is based on the following

observation.
Let ~Φ be a conformal immersion of the disc D2 introduce the

following tangent frame :

(~e1, ~e2) = e−λ (∂x1
~Φ, ∂x2

~Φ) ,

where eλ = |∂x1~Φ| = |∂x2~Φ|.
A simple computation shows

〈~e1,∇~e2〉 = −∇⊥λ , (X.127)

and in particular it follows

div 〈~e1,∇~e2〉 = 0 . (X.128)

This identity can be writen independently of the parametriza-
tion as follows

d∗g 〈~e1, d~e2〉 = 0 . (X.129)

It appears clearly as the Coulomb condition : cancelation of the

codifferential of the connection on the S1−tangent orthonormal
frame bundle given by the 1-form i 〈~e1, d~e2〉 taking value into
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the Lie algebra iR. Sections of this bundles are given by maps
(~f1, ~f2) from D2 into ~Φ∗(TD2 × TD2) such that (~f1, ~f2)(x1, x2)

realizes a positive orthonormal basis of ~Φ∗(T(x1,x2)D
2).

The passage from one section (~e1, ~e2) to another section (~f1, ~f2)
is realized through a change of gauge which corresponds to the

action of an SO(2) rotation eiθ on the tangent space ~Φ∗(T(x1,x2)D
2)

:
~f1 + i ~f2 = eiθ (~e1 + i~e2) .

The expression of the same connection but in the new trivial-
ization given by the section (~f1, ~f2) satisfies the classical gauge

change formula for an S1-bundle :

i
〈

~f1, d ~f2

〉

= i 〈~e1, d~e2〉+ idθ . (X.130)

The curvature of this connection is given by

i d 〈~e1, d~e2〉

= i [< De1~e1, De2~e2 > − < De2~e1, De1~e2 >] e
∗
1 ∧ e∗2

= i
[

<~I(~e1, ~e1),~I(~e2, ~e2) > −|~I(~e1, ~e2)|2
]

e∗1 ∧ e∗2

= i K dvolg

(X.131)

where we recall the notations we already introduced : ei is the

vector field on D2 given by d~Φ · ei = ~ei, Dei~ej := π~n(d~ej · ei)
and K is the Gauss curvature of (D2, ~Φ∗g). In the last identity

we have made use of Gauss theorem (theorem 2.5 chap. 6 in
[doC2]).

Combining (X.127) and (X.131) gives the well known expres-

sion of the Gauss curvature in isothermal coordinates in terms
of the conformal factor λ :

−∆λ =< ∇⊥~e1,∇~e2 >= e2λ K . (X.132)
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We have seen how any conformal parametrization generate a
Coulomb frame in the tangent bundle. S.S.Chern observed that

this is in fact an exact matching, the reciproque is also true
: starting from a Coulomb frame one can generate isothermal

coordinates.
Let ~Φ be an immersion of the disc D2 into Rm and let (~e1, ~e2)

be a Coulomb tangent orthonormal moving frame : a map from

D2 into ~Φ∗(TD2×TD2) such that (~e1, ~e2)(x1, x2) realizes a posi-
tive orthonormal basis of ~Φ∗(T(x1,x2)D

2) and such that condition

(X.129) is satisfied.
Let λ be the solution of











dλ = ∗g < ~e1, d~e2 >

∫

∂D2

λ = 0
(X.133)

Denote moreover ei := d~Φ−1 ·~ei and (e∗1, e
∗
2) to be the dual basis

to (e1, e2). The Cartan formula56 for the exterior differential of

a 1-form implies

de∗i (e1, e2) = d(e∗i (e2)) · e1 − d(e∗i (e1)) · e2 − e∗i ([e1, e2])

= −e∗i ([e1, e2])

= −((~Φ−1)∗e∗i )([d~Φ · e1, d~Φ · e2])

= −((~Φ−1)∗ei)([~e1, ~e2])
(X.135)

The Levi-Civita connection∇ on ~Φ∗TD2 issued from the restric-

tion to the tangent space to ~Φ(D2) of the canonical metric in

56The Cartan formula for the exterior differential of a 1 form α on a differentiable
manifolfd Mm says that for any pair of vector fields X,Y on this manifold the following
identity holds

dα(X,Y ) = d(α(Y )) ·X − d(α(X)) · Y − α([X,Y ]) (X.134)

see corollary 1.122 chapter I of [GHL].
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Rm is given by ∇Xσ := πT (dσ ·X) where πT is the orthogonal
projection onto the tangent plane. The Levi-Civita connection

moreover is symmetric57 (see [doC2] theorem 3.6 chap. 2) hence
we have in particular

[~e1, ~e2] = ∇e1~e2 −∇e2~e1 = πT (d~e2 · e1 − d~e1 · e2) (X.136)

Since ~e1 and ~e2 have unit length, the tangential projection of d~e1
(resp. d~e2 ) are oriented along ~e2 (resp. ~e1). So we have







πT (d~e2 · e1) =< d~e2, ~e1 > ·e1 ~e1

πT (d~e1 · e2) =< d~e1, ~e2 > ·e2 ~e2
(X.137)

Combining (X.135), (X.136) and (X.137) gives then






de∗1(e1, e2) = − < d~e2, ~e1 > ·e1

de∗2(e1, e2) =< d~e1, ~e2 > ·e2
(X.138)

Equation (X.133) gives






− < d~e2, ~e1 > ·e1 = (∗gdλ, e1) = −dλ · e2

< d~e1, ~e2 > ·e2 = (∗gdλ, e2) = dλ · e1
(X.139)

Thus combining (X.138) and (X.139) gives then






de∗1 = −dλ · e2 e∗1 ∧ e∗2 = dλ ∧ e∗1

de∗2 = dλ · e1 e∗1 ∧ e∗2 = dλ ∧ e∗2 .
(X.140)

We have thus proved at the end






d
(

e−λe∗1
)

= 0

d
(

e−λe∗2
)

= 0
(X.141)

57We recall that a connection ∇ on the tangent bundle of a manifold Mm is symmetric
if for any pair of tangent fields X and Y one has

T (X,Y ) := ∇XY −∇YX − [X,Y ] = 0 .
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Introduce (φ1, φ2) the functions with average 0 on the disc D2

such that

dφi := e−λe∗i .

since rank(dφ1, dφ2) = 2, φ := (φ1, φ2) realizes a diffeomorphism

from D2 into φ(D2).
From the previous identity we have

e−λ◦φ
−1

g(ej, ∂yiφ
−1) = e−λ◦φ

−1

(e∗j , ∂yiφ
−1) = δij .

where g := ~Φ∗gRm. This implies

g(∂yiφ
−1, ∂yjφ

−1) = e2λ◦φ
−1

δij . (X.142)

or in other words

< ∂yi(
~Φ ◦ φ−1), ∂yj(

~Φ ◦ φ−1) >= e2λ◦φ
−1

δij . (X.143)

This says that ~Φ ◦ φ−1 is a conformal immersion from φ(D2)

into Rm. The Riemann Mapping theorem58 gives the existence
of a biholomorphic diffeomorphism h from D2 into φ(D2). Thus
~Φ ◦φ−1 ◦ h realizes a conformal immersion from D2 onto ~Φ(D2).

X.6.2 The space of Lipschitz Immersions with L2−bounded Sec-
ond Fundamental Form.

In the previous subsection we have seen the equivalence between

tangent Coulomb moving frames and isothermal coordinates. It
remains now to construct tangent Coulomb moving frames in

order to produce isothermal coordinates in which Willmore sur-
faces equation admits a nice conservative elliptic form. For a

purpose that will become clearer later in this book we are ex-
tending the framework of smooth immersions to a more general
framework : the space of Lipschitz immersions with L2−bounded

second fundamental form.

58See for instance [Rud] chapter 14.
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Let Σ2 be a smooth compact oriented 2-dimensional manifold
(with or without boundary). Let g0 be a reference smooth metric

on Σ. One defines the Sobolev spacesW k,p(Σ,Rm) of measurable
maps from Σ into Rm in the following way

W k,p(Σ2,Rm) =

{

f : Σ2 → Rm ;
k
∑

l=0

∫

Σ

|∇lf |pg0 dvolg0 < +∞
}

Since Σ2 is assumed to be compact it is not difficult to see that

this space is independent of the choice we have made of g0.

A lipschitz immersion of Σ2 intoRm is a map ~Φ inW 1,∞(Σ2,Rm)

for which

∃ c0 > 0 s.t. |d~Φ ∧ d~Φ|g0 ≥ c0 > 0 , (X.144)

where d~Φ∧d~Φ is a 2-form on Σ2 taking values into 2-vectors from

Rm and given in local coordinates by 2 ∂x1
~Φ ∧ ∂x2

~Φ dx1 ∧ dx2.
The condition (V.4) is again independent of the choice of the
metric g0 . This assumption implies that g := ~Φ∗gRm defines an

L∞ metric comparable to the reference metric g0 : there exists
C > 0 such that

∀X ∈ TΣ2

C−1g0(X,X) ≤ ~Φ∗gRm(X,X) ≤ C g0(X,X) .
(X.145)

For a Lipschitz immersion satisfying (X.144) we can define the
Gauss map as being the following measurable map in L∞(Σ)

~n~Φ := ⋆
∂x1

~Φ ∧ ∂x2~Φ
|∂x1~Φ ∧ ∂x2~Φ|

.

for an arbitrary choice of local positive coordinates (x1, x2). We
then introduce the space EΣ of Lipschitz immersions of Σ with
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bounded second fundamental form as follows :

EΣ :=















~Φ ∈ W 1,∞(Σ,Rm) s.t. ~Φ satisfies (X.144)

and

∫

Σ

|d~n|2g dvolg < +∞















.

When Σ is not compact we extend the definition of EΣ as follows
: we require ~Φ ∈ W 1,∞

loc (Σ,Rm), we require that (X.144) holds
locally on any compact subset of Σ2 and we still require the

global L2 control of the second fundamental form
∫

Σ

|d~n|2g dvolg < +∞ .

X.6.3 Energy controlled liftings of W 1,2−maps into the Grassman
manifold Gr2(Rm).

In the next subsection we will apply the Chern moving frame

method in the context of lipschitz Immersions with L2−bounded
Second Fundamental Form. To that aim we need first to con-

struct local Coulomb tangent moving frames with controlled
W 1,2 energy. We shall do it in two steps. First we will ex-

plore the possibility to ”lift” the Gauss map and to construct
tangent moving frame with bounded W 1,2−energy. This is the

purpose of the present subsection. The following result lifting
theorem proved by F.Hélein in [He].

Theorem X.8. Let ~n be a W 1,2 map from the disc D2 into the

Grassman manifold59 of orientedm−2-planes in Rm : Grm−2(Rm).

59The Grassman manifold Grm−2(Rm) can be seen as being the sub-manifold of the
euclidian space ∧m−2Rm of m − 2-vectors in Rm made of unit simple m − 2-vectors and
then one defines

W 1,2(D2, Grm−2(R
m)) :=

{

~n ∈W 1,2(D2,∧m−2Rm) ; ~n ∈ Grm−2(R
m) a.e.

}

.
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There exists a constant C > 0, such that, if one assumes that
∫

D2

|∇~n|2 < 8π

3
, (X.146)

then there exists ~e1 and ~e2 in W 1,2(D2, Sm−1) such that

~n = ⋆(~e1 ∧ ~e2) , (X.147)

and60

∫

D2

2
∑

i=1

|∇~ei|2 dx1 dx2 ≤ C

∫

D2

|∇~n|2 dx1, dx2 . (X.148)

✷

The requirement for the L2 nom of ∇~n to be below a thresh-

old, inequality (X.146), is necessary and it is conjectured in [He]
that 8π/3 could be replaced by 8π and that this should be op-
timal.

We can illustrate the need to have an energy restriction such
as (X.146) with the following example :

Let π be the stereographic projection from S2 into C ∪ {∞}
which sends the north pole N = (0, 0, 1) to 0 and the south pole
S = (0, 0,−1) to ∞. For λ sufficiently small we consider on D2

the following map ~nλ taking value into S2 :














~nλ(x) := π−1(λx) for |x| ≤ 1/2

~nλ(x) :=
(1− r) π−1(λx) + (r − 1/2) S

|(1− r) π−1(λx) + (r − 1/2) S| for
1

2
< |x| ≤ 1.

The map ~nλ has been constructed in such a way that on B1/2(0)
it covers the most part of S2 conformally61 and the missing small

60The condition (X.147) together with the fact that the ~ei are in Sm−1 valued imply,
since ~n has norm one, that ~e1 and ~e2 are orthogonal to each other.

61The map x→ π−1(λx) is conformal.
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part which is a small geodesic ball centered at the south pole
S is covered in the annulus B1(0) \ B1/2(0) using some simple

interpolation between π−1(λx) with the south pole composed
with the reprojection onto S2. ~nλ is clearly surjective onto S2,

is sending ∂D2 to the south pole and since points of the north
hemisphere admit exactly one preimage by ~nλ, ~nλ is of degree
one. Because of the conformality of ~nλ on the major part of the

image it is not difficult to verify that
∫

D2

|∇~nλ|2 = 8π + oλ(1) (X.149)

where oλ(1) is a positive function which goes to zero as λ goes
to +∞. Since ~nλ is constant on ∂D2 equal to the south pole

S = (0, 0,−1) we can extend ~nλ by S on the whole plane R2

and we still have that the L2 norm of ∇~nλ on R2 is equal to

8π + oλ(1).
∫

R2

|∇~nλ|2 = 8π + oλ(1) (X.150)

Let now 0 < ρ < 1 and denote ~nρλ(x) : ~nλ(x/ρ). Due to the
conformal invariance of the Dirichlet energy we have

∫

D2

|∇~nρλ|2 = 8π + oλ(1) (X.151)

Consider an orthonormal moving frame62 (~e1, ~e2) such that

~nρλ = ⋆(~e1 ∧ ~e2) .

Identifying the horizontal plane with R2, ~e1 realizes a map from
∂D2 into the unit circle S1 of R2. Assume the topological degree

of ~ei (i = 1, 2) would be zero, then ~ei would be homotopic to a
constant. We would then realize this homotopy in the annulus
B2(0) \ B1(0) in such a way that both ~nρλ and ~ei would be con-

stant on ∂B2(0). We could then identify every points on ∂B2 in

62Such an orthonormal moving frame exists because the pull-back by ~nρ
λ of the frame

bundle of S2 over D2 is a trivial bundle since D2 is contractible.
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such a way that ~nρλ realizes a degree one map from S2 into S2.
Any degree one map from S2 into S2 is homotopic to the iden-

tity map and the pull-back bundle ((~nρλ)
−1)−1TS2 is then bun-

dle equivalent to TS2 (see theorem 4.7 in chapter 1 of [Hus]).~ei
would realize a global section of this bundle that would be trivial
which would contradicts Brouwer’s theorem. Hence the restric-
tion to ∂D2 of ~ei has a non zero degree63 and by homotopy this

is also the case on any circle ∂Br(0) for 1 > r > ρ. Since ~e1 has
non zero degree on each of these circles one has

∀ ρ < r < 1 2π ≤
∣

∣

∣

∣

∫

∂B2
r

(~e1)
∗dθ

∣

∣

∣

∣

≤ (2πr)1/2
[
∫

∂B2
r

|∇~e1|2
]1/2

We deduce from this inequality for i = 1, 2
∫

D2

|∇~ei|2 dx1 dx2 ≥ 2π log
1

ρ
→ +∞ as ρ→ 0 . (X.152)

By taking λ→ +∞ and ρ→ +∞, we can deduce the following

lemma.

Lemma X.6. There exists a sequence ~nk inW
1,2(D2, Grm−2(Rm))

such that
∫

D2

|∇~nk|2 dx1 dx2 −→ 8π

and

inf











∫

D2

2
∑

i=1

|∇~ei|2 dx1 dx2 s.t.

~ei ∈ W 1,2(D2, Sm−1) and ~e1 ∧ ~e2 = ⋆~n











→ +∞

✷

This lemma says that it is necessary to stay strictly below the

threshold 8π for the Dirichlet energy of maps into Grm−2(Rm) in

63This degree is in fact equal to 2 which is the Euler characteristic of S2. See theorem
11.16 of [BoTu] and example 11.18.
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order to hope to construct energy controlled liftings. However,
if one removes the requirement to control the energy, every map

~n ∈ W 1,2(D2, Grm−2(Rm)) admits a W 1,2 lifting. The following
theorem is proved in [He] chapter 5.2.

Theorem X.9. Let ~n inW 1,2(D2, Grm−2(Rm)), then there exists
~e1, ~e2 ∈ W 1,2(D2, Sm−1) such that

~e1 ∧ ~e2 = ⋆~n .

✷

We can then make the following observation. Let ~n ∈ W 1,2(D2, Sm−1)
and ~e1, ~e2 ∈ W 1,2(D2, Sm−1) given by the previous theorem.

Consider θ ∈ W 1,2 to be the unique solution of














∆θ = −div < ~e1,∇~e2 > in D2

∂θ

∂ν
= −

〈

~e1,
∂~e2
∂ν

〉

then the lifting ~f = ~f1 + i ~f2 given by

~f1 + i ~f2 = eiθ (~e1 + i~e2) ,

is Coulomb. Let λ such that −∇⊥λ =< ~f1,∇~f2 > and such that
∫

∂D2 λ = 0, one easily sees that λ satisfies






−∆λ =< ∇⊥ ~f1,∇~f2 > in D2

λ = 0 on ∂D2
(X.153)

Observe that since ∇~e1 is perpendicular to ~e1 and since ∇~e2 is
perpendicular to ~e2 one has

< ∇⊥ ~f1,∇~f2 >=< π~n(∇⊥ ~f1), π~n(∇~f2) > (X.154)
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We make now use of (X.87) and we deduce

π~n(∇⊥ ~fi) = (−1)m−1 ~n (~n ∇⊥ ~fi)

= ∇⊥(π~n(~fi)) + (−1)m−1 ∇⊥~n (~n ~fi)

+(−1)m−1 ~n (∇⊥~n ~fi)

(X.155)

Using the fact that π~n(~fi) ≡ 0 we obtain from (X.155) that
∫

D2

|π~n(∇~fi)|2 dx1 dx2 ≤ 2

∫

D2

|∇~n|2 dx1 dx2 (X.156)

Combining (X.154) and (X.156) we obtain
∫

D2

| < ∇⊥ ~f1,∇~f2 > | dx1 dx2 ≤ 2

∫

D2

|∇~n|2 dx1 dx2 (X.157)

This estimate together with standard elliptic estimates (see for

instance [Ad]) give

‖ < ~f1,∇~f2 > ‖L2,∞(D2) = ‖∇λ‖L2,∞(D2)

≤ C

∫

D2

|∇~n|2 dx1 dx2 .
(X.158)

From (X.156) and (X.158) we deduce the following theorem64

.

Theorem X.10. Let ~n in W 1,2(D2, Grm−2(Rm)), then there ex-

ists ~e1, ~e2 ∈ W 1,2(D2, Sm−1) such that

~e1 ∧ ~e2 = ⋆~n ,

div < ~e1,∇~e2 >= 0 ,
64Similarly it would be interesting to explore the possibility to construct global gauges

with estimates in non abelian gauge theory. For instance one can ask the following question
: for a given curvature of a W 1,2 SU(n)−connection over the 4-dimensional ball, can one
construct a gauge in which the L4,∞ norm of the connection is controlled by the L2−norm
of the curvature ?
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and satisfying
2
∑

i=1

‖∇~ei‖L2,∞(D2) ≤ C ‖∇~n‖L2(D2)

[

1 + ‖∇~n‖L2(D2)

]

.

✷

X.6.4 Conformal parametrizations for lipschitz Immersions with
L2−bounded Second Fundamental Form.

Starting from a lipschitz immersion ~Φ of a surface Σ with L2−bounded

Second Fundamental Formwe can then cover Σ by disks in such
a way that on each of these discs, in some coordinates system,

the L2 norm of ∇~n is below
√

8π/3. Due to theorem X.8, there
exists a W 1,2 frame (~e1, ~e2) with controlled energy. In order to

produce a Coulomb frame on each of these discs one minimizes

min

{∫

D2

| < ~f1, d ~f2 > |2g dvolg ; ~f1 + i ~f2 = eiθ (~e1 + i~e2)

}

where g = ~Φ∗gRm. Using (X.130) the previous problem corre-

sponds to minimize the following energy
∫

D2

|dθ+ < ~e1, d~e2 >)|2g dvolg

among all θ ∈ W 1,2(D2,R). This Lagrangian is convex on the

Hilbert space W 1,2(D2,R) and goes to +∞ as ‖θ‖W 1,2 → +∞.
Then there exists a unique minimum satisfying







d∗g [dθ+ < ~e1, d~e2 >] = 0 in D2

ι∗∂D2(∗g [dθ+ < ~e1, d~e2 >]) = 0 on ∂D2

where ι∂D2 is the canonical inclusion of ∂D2 into D2. Then
~f := ~f1 + i ~f2 given by ~f = eiθ~e is Coulomb :











d∗g
[

< ~f1, d ~f2 >
]

= 0 in D2

ι∗∂D2(∗g
[

< ~f1, d ~f2 >
]

) = 0 on ∂D2
(X.159)
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We are now in position to start the Chern moving frame method
in order to produce a conformal parametrization of ~Φ on this

disc. This however has to be done with the additional difficulty
of keeping track of the regularity of the different actors at each

step of the construction.

First we introduce the function λ ∈ W 1,2 satisfying (X.133).
The second equation of (X.159) implies that the restriction to

the boundary of D2 of the one form dλ is equal to zero. Hence
this last fact combined with the second equation of (X.133) im-

plies that λ is identically equal to zero on ∂D2.
We have then







d ∗g dλ = − < d~e1, d~e2 > on D2

λ = 0 on ∂D2
(X.160)

which reads in the canonical coordinates of D2











∂

∂xi

[

gij√
det g

∂λ

∂xj

]

=<
∂~e1
∂x1

,
∂~e2
∂x2

> − <
∂~e1
∂x2

,
∂~e2
∂x1

> on D2

λ = 0 on ∂D2

where we are using an implicit summation in i and j and where
gij are the coefficient to the inverse matrix to gij :=< ∂xi

~Φ, ∂xj
~Φ >.

We are now in position to make use of the following generaliza-
tion of Wente’s theorem due to S.Chanillo and Y.Y. Li [ChLi].

Theorem X.11. Let a and b be two functions in W 1,2(D2,R).
Let (aij)1≤i,j≤2 be a 2×2 symmetric matrix valued map in L∞(D2)
such that there exists C > 0 for which

∀ ξ = (ξ1, ξ2) ∈ R2 ∀x ∈ D2 C−1 |ξ|2 ≤ aij(x)ξiξj ≤ C |ξ|2

Let ϕ be the solution in W 1,p(D2,R) for any 1 ≤ p < 2 of the
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following equation










∂

∂xi

[

aij
∂λ

∂xj

]

=
∂a

∂x1

∂b

∂x2
− ∂a

∂x2

∂b

∂x1
on D2

ϕ = 0 on ∂D2 .

(X.161)

Then ϕ ∈ L∞∩W 1,2(D2,R) and there exists C > 0 independent
of a and b such that

‖ϕ‖L∞ + ‖∇ϕ‖L2 ≤ C ‖∇a‖L2 ‖∇b‖L2 . (X.162)

✷

Using theorem X.11 we obtain that λ ∈ L∞(D2,R). Let ei
be the frame on D2 given by

d~Φ · ei = ~ei

and denote ei = e1i∂x1 + e2i∂x2. We have

2
∑

k=1

eki gkj =< ~ei, ∂xj
~Φ > .

from which we deduce

eki =
2
∑

j=1

gkj < ~ei, ∂xj
~Φ >

Because of (X.145) the maps gkj are in L∞. Thus

e∗i =
2
∑

j=1

[

g1j < ~ei, ∂xj
~Φ > dx1

+g2j < ~ei, ∂xj
~Φ > dx2

]

∈ L∞(D2) .

(X.163)

Denote by (f1, f2) the frame on D2 such that d~Φ · fi = ~fi, we
have f ast = f ∗

1 + if ∗
2 = e−iθ (e∗1 + ie∗2) which is in L∞(D2) due

to (X.163). Hence the map φ = (φ1, φ2) which is given by

dφi := e−λf ∗
i .
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is a bilipschitz diffeomorphism betweenD2 and φ(D2). Equation
(X.143) says that ~Φ◦φ−1 is a conformal lipshitz immersion from

φ(D2) into Rm. The Riemann Mapping theorem gives the exis-
tence of a biholomorphic diffeomorphism h from D2 into φ(D2).

Thus ~Φ ◦ φ−1 ◦ h realizes a conformal immersion from D2 onto
~Φ(D2) which is in W 1,∞

loc (D2,Rm). We have then established the
following theorem.

Theorem X.12. [Existence of a smooth conformal struc-
ture] Let Σ2 be a closed smooth 2-dimensional manifold. Let ~Φ

be an element of EΣ : a Lipshitz immersion with L2−bounded
second fundamental form. Then there exists a finite covering of

Σ2 by discs (Ui)i∈I and Lipschitz diffeomorphisms ψi from D2

into Ui such that ~Φ ◦ ψi realizes a lipschitz conformal immer-

sion of D2. Since ψ−1
j ◦ ψi on ψ−1

i (Ui ∩ Uj) is conformal and
positive (i.e. holomorphic) the system of charts (Ui, ψi) defines
a smooth conformal structure c on Σ2 and in particular there

exists a constant scalar curvature metric gc on Σ2 and a lipshitz
diffeomorphism ψ of Σ2 such that ~Φ ◦ ψ realizes a conformal

immersion of the riemann surface (Σ2, gc). ✷

X.6.5 Weak Willmore immersions

Let Σ be a smooth compact oriented 2-dimensional manifold

and let ~Φ be a Lipschitz immersion with L2−bounded second
fundamental form : ~Φ is an element of EΣ. Because of the previ-
ous subsection we know that for any smooth disc U included in

Σ there exists a Lipschitz diffeomorphism from D2 into U such
that ~Φ ◦ Ψ is a conformal Lipschitz immersion of D2. In this

chart the L2− norm of the second fundamental form which is
assumed to be finite is given by

∫

U

|~I|2g dvolg =
∫

D2

|∇~n|2 dx1 dx2 .
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where ~I and ~n denote respectively the second fundamental form

and the Gauss map of the conformal immersion ~Φ◦Ψ. The mean
curvature vector of ~Φ ◦Ψ, that we simply denote ~H, is given by

~H := 2−1 e−2λ
[

~I(∂x1, ∂x1) +~I(∂x2, ∂x2)
]

∈ L2(D2) .

Hence we have that

∇ ~H ∈ H−1(D2) ,

moreover, we have also

⋆(∇⊥~n ∧ ~H) ∈ L1(D2) .

Using the expression (X.88), we also deduce that

π~n(∇ ~H) ∈ H−1 + L1(D2) .

Hence for any immersion ~Φ in EΣ the quantity

∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H) ∈ H−1 + L1(D2)

defines a distribution in D′(D2).

Using corollary X.4 one can then generalize the notion of
Willmore immersion that we defined for smooth immersions to

immersions in EΣ in the following way.

Definition X.4. Let Σ be a smooth compact oriented 2-dimensional
manifold and let ~Φ be a Lipschitz immersion with L2−bounded

second fundamental form.
~Φ is called a weak Willmore immersion if, in any lipschitz

conformal chart Ψ from D2 into (Σ, ~Φ∗gRm), the following holds

div
[

∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H)
]

= 0 in D′(D2) .

where ~H and ~n denote respectively the mean curvature vector
and the Gauss map of ~Φ in the chart Ψ and the operators div,

∇ and ∇⊥ are taken with respect to the flat metric65 in D2. ✷

65div X = ∂x1
X1 + ∂x2

X2, ∇f = (∂x1
f, ∂x2

f) and ∇⊥f = (−∂x2
f, ∂x1

f).
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Having defined weak Willmore immersion that will naturally
come in our minimization procedure it is a fair question to ask

whether solutions to this elliptic non-linear system for which we
have seen that it is critical in two dimensions for the Willmore

energy are smooth. Or in other words we are asking the following
question :

Are weak Willmore immersions smooth Willmore immersions ?

We will answer positively to that question in the next sec-
tions.

X.6.6 Isothermal Coordinates with Estimates.

In the previous subsections we explained how to produce lo-

cally and globally conformal parametrizations, Coulomb gauges,
for Lipschitz immersions with L2−bounded second fundamental

forms. This has been obtained in a qualitative way, without
any care of establishing estimates. The goal of the present sub-

section is to remedy to it in giving L∞ controls of the metric
in conformal parametrization by the mean of several quantities
(L2−norm of the second fundamental form, area of the image,

distance of the images of 2 distinct points) and under the as-
sumption that the L2−norm of the second fundamental form is

below some threshold. Precisely we shall prove the following
result.

Theorem X.13. [Control of local isothermal coordinates]
Let ~Φ be a lipschitz conformal immersion66 from the disc D2 into
Rm. Assume

∫

D2

|∇~n~Φ|2 < 8π/3 . (X.164)

66A Lipschitz conformal map from D2 into Rm satisfying (X.144)
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Denote eλ := |∂x1~Φ| = |∂x2~Φ|. Then for any 0 < ρ < 1 there
exists a constant Cρ independent of ~Φ such that

sup
p∈B2

ρ(0)

eλ(p) ≤ Cρ

[

Area(~Φ(D2))
]1/2

exp

(

C

∫

D2

|∇~n~Φ|2
)

.

(X.165)
Moreover, for two given distinct points p1 and p2 in the interior

of D2 and again for 0 < ρ < 1 there exists a constant C > 0
independent of ~Φ such that

‖λ‖L∞(B2
ρ(0))

≤ Cρ

∫

D2

|∇~n~Φ|2 + Cρ

∣

∣

∣

∣

∣

log
|~Φ(p1)− ~Φ(p2)|

|p2 − p1|

∣

∣

∣

∣

∣

+Cρ log+
[

Cρ Area(~Φ(D2))
]

.

(X.166)

where log+ := max{log, 0}. ✷

Proof of theorem X.13. Denote

(~f1, ~f2) = e−λ (∂x1
~Φ, ∂x2

~Φ) .

we have seen that

−∇⊥λ =< ~f1,∇~f2 > ,

from which we deduce

−∆λ =< ∂x1
~f1, ∂x2

~f2 > − < ∂x2
~f1, ∂x1

~f2 > . (X.167)

Let (~e1, ~e2) be the frame given by theorem X.8. There exists θ
such that such that eiθ(~e1 + i~e2) = ~f1 + i ~f2 and hence

< ∇⊥ ~f1,∇~f2 >=< ∇⊥~e1,∇~e2 > .

and λ satisfies

−∆λ =< ∂x1~e1, ∂x2~e2 > − < ∂x2~e1, ∂x1~e2 > . (X.168)
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Let µ be the solution of






−∆µ =< ∂x1~e1, ∂x2~e2 > − < ∂x2~e1, ∂x1~e2 >

µ = 0 on ∂D2
(X.169)

We are now in position to apply Wente’s theorem VII.1 and we
obtain the µ ∈ L∞(D2) together with the estimate

‖µ‖L∞(D2) ≤ (2π)−1

[
∫

D2

|∇~e1|2
]

1
2
[
∫

D2

|∇~e2|2
]

1
2

≤ C

∫

D2

|∇~n~Φ|2
(X.170)

µ has been chosen in such a way that ν := λ − µ is harmonic.
We deduce that

∆eν = |∇ν|2 eν ≥ 0 .

Harnack inequality (see [GT] theorem 2.1 for instance) implies
that for any 0 < ρ < 1 there exists a constant Cρ > 0 such that

sup
p∈D2

ρ

eν(p) ≤ Cρ

[
∫

D2

e2ν
] 1

2

≤ Cρ

[∫

D2

e2λ
]

1
2

e‖µ‖∞ .

(X.171)

Combining (X.170), (X.171) and the fact that
∫

D2

e2λ = Area(~Φ(D2))

we obtain (X.165).

Let p1 6= p2 be two distinct points in D2 such that ~Φ(p1) 6=
~Φ(p2). We have

|~Φ(p1)− ~Φ(p2)| ≤
∫

[p1,p2]

eλ dσ .
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where [p1, p2] is the segment joining the two points p1 and p2 in
D2 and dσ is the length element along this segment.

The mean-value theorem implies then that there exists a
point p0 ∈ [p1, p2] such that

λ(p0) ≥ log
|~Φ(p1)− ~Φ(p2)|

|p2 − p1|
.

Thus in particular we have

ν(p0) = (λ− µ)(p0) ≥ log
|~Φ(p1)− ~Φ(p2)|

|p2 − p1|

− C

∫

D2

|∇~n~Φ|2 .

(X.172)

Let ρ < 1 such that Bρ(0) contains the segment [p1, p2]. Let
r := (1 + ρ)/2. The explicit expression of the Poisson Kernel67

gives

ν(p0) =
r2 − |p0|2

2πr

∫

∂B2
r (0)

ν(z)

|z − p0|
dσ(z) ,

where dσ(z) is the volume form on ∂B2
r(0). Let ν

+ = sup{0, ν}
and ν− = inf{0, ν}. We then have

∫

∂B2
r (0)

ν−(z)

|z − p0|
dσ(z) ≥ 2πr

r2 − |p0|2
ν(p0)

−
∫

∂B2
r (0)

ν+(z)

|z − p0|
dσ(z)

(X.173)

We apply (X.165) on B2
r (0) and we have

ν+ ≤ 1

2
log+

[

Cr

∫

D2

e2λ
]

+ ‖µ‖∞ . (X.174)

67See for instance [GT] theorem 2.6.
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Combining this inequality with (X.170) and (X.173) gives

∫

∂B2
r (0)

ν−(z)

|z − p0|
dσ(z) ≥ −Cr

∣

∣

∣

∣

∣

log
|~Φ(p1)− ~Φ(p2)|

|p2 − p1|

∣

∣

∣

∣

∣

−Cr log+
[

Cr

∫

D2

e2λ
]

− Cr

∫

D2

|∇~n~Φ|2 .

(X.175)

We deduce from this inequality and from (X.174) combined with

(X.170) that

∫

∂B2
r (0)

|ν| dσ ≤ Cr

∣

∣

∣

∣

∣

log
|~Φ(p1)− ~Φ(p2)|

|p2 − p1|

∣

∣

∣

∣

∣

+Cr log
+

[

Cr

∫

D2

e2λ
]

+ Cr

∫

D2

|∇~n~Φ|2 .
(X.176)

Using again the explicit expression of the Poisson Kernel, we
have that for any p in B2

ρ(0)

ν(p) =
r2 − |p|2
2πr

∫

∂B2
r (0)

ν(z)

|z − p| dσ(z) ,

For any point p in B2
ρ(0) and any point z in ∂B2

r(0),

(r2 − |p|2)/2πr |z − p|

is bounded from above and from below by constants which only

depend on ρ. Thus there exists Cρ > 0 such that

‖ν‖L∞(B2
ρ(0))

≤ Cρ

∣

∣

∣

∣

∣

log
|~Φ(p1)− ~Φ(p2)|

|p2 − p1|

∣

∣

∣

∣

∣

+Cρ log
+

[

Cr

∫

D2

e2λ
]

+ Cρ

∫

D2

|∇~n~Φ|2
(X.177)

The combination of (X.170) and (X.177) gives the inequality

(X.166) and theorem X.13 is proved. ✷
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X.7 Conformal Willmore Surfaces.

X.7.1 The problem of passing to the limit in the Willmore surface
equations.

One of our ambition is to pass to the limit while following a se-

quence of Willmore immersions into Rm of closed surfaces with
uniformly bounded energy, area and topology. Considering the

current of integration in Rm along the corresponding immersed
surfaces, Federer Fleming theorem68 asserts that from such a se-

quence one can always extract a subsequence that weakly con-
verges69 to a limiting rectifiable cycle. What can be said about

this cycle is one of the main question we raise in this part of the
course.

Before to look at the problem globally, it is worth to first look

at a sequence of Willmore immersions of the disc D2 assuming
that the area is uniformly bounded and that the L2 norm of

the second fundamental form stays below some small value. We
choose this value to be less or equal to

√

8π/3 in such a way
that, due to theorem X.13, we have a conformal parametrization
~Φk of our immersion in which the pull-back metric ~Φ∗

kgRm does
not degenerate on the interior of D2, having assumed also the

non collapsing + non expanding contitions :

there exists p1 6= p2 such that log |~Φk(p1)−~Φk(p2)| is uniformly
bounded.

For this sequence of conformal parametrization ~Φk from D2

into Rm the following holds :

i)
∫

D2

|∇~n~Φk
|2 ≤ 8π/3 ,

68See a presentation of this funding result of the Geometric Measure Theory in [Mor]
for instance.

69This weak convergence holds in fact for the flat distance - see [Fe].
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ii)
lim sup
k→+∞

Area(~Φk(D
2)) < +∞

iii)
∀ ρ < 1 lim sup

k→+∞
‖ log |∇~Φk|‖L∞(B2

ρ(0))
< +∞ ,

iv)

div
[

∇ ~Hk − 3π~nk
(∇ ~Hk) + ⋆(∇⊥~nk ∧ ~Hk)

]

= 0 .

Moreover we can assume that the immersion does not shift to

infinity by taking
~Φk(0) = 0 . (X.178)

Since the immersions ~Φk are conformal we have that

∆~Φk = 2 e2λk ~Hk

where eλk = |∂x1~Φk| = |∂x2~Φk|.
The conditions i) and iii) imply then the following

∀ ρ < 1 lim sup
k→+∞

‖∆~Φk‖L2(B2
ρ(0)) < +∞ . (X.179)

Moreover condition ii) implies

lim sup
k→+∞

∫

D2

|∇~Φk|2 = lim sup
k→+∞

2

∫

D2

e2λk

= lim sup
k→+∞

2Area(~Φk(D
2)) < +∞ .

(X.180)

Combining (X.178), (X.179) and (X.180) we obtain

∀ ρ < 1 lim sup
k→+∞

‖~Φk‖W 2,2(B2
ρ(0))

< +∞ (X.181)

We can then extract a subsequence that we keep denoting ~Φk

such that there exists a map ~Φ∞ ∈ W 2,2
loc (D

2,Rm) for which

~Φk ⇀ ~Φ∞ weakly in W 2,2
loc (D

2,Rm) .
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Using Rellich Kondrachov theorem70 we deduce that

~Φk −→ ~Φ∞ strongly in W 1,p
loc (D

2,Rm) ∀ p < +∞ .

Because of the strong convergence of the gradient of ~Φk in Lp

for any p < +∞,

∇~Φk converges almost everywhere towards ∇~Φ∞

and then we can pass to the limit in the conformality conditions






|∂x1~Φk| = |∂x2~Φk| = eλk ,

< ∂x1
~Φk, ∂x2

~Φk >= 0

in order to deduce






|∂x1~Φ∞| = |∂x2~Φ∞| = eλ∞ ,

< ∂x1
~Φ∞, ∂x2~Φ∞ >= 0

The passage to the limit in the condition iii) gives

λ∞ = log |∂x1~Φ∞| = log |∂x1~Φ∞| ∈ L∞
loc(D

2) . (X.182)

Hence ~Φ∞ realizes a conformal lipschitz immersion of the disc
D2.

Because of the pointwise convergence of ∇~Φk towards ∇~Φ∞
we have that

∂x1
~Φk ∧ ∂x2~Φk −→ ∂x1

~Φ∞ ∧ ∂x2~Φ∞ almost everywhere,

and, because of iii) |∂x1~Φk∧∂x2~Φk| = e2λk is bounded from below
by a positive constant on each compact set included in the open
disc D2. Therefore

~n~Φk
= e−2λk∂x1

~Φk∧∂x2~Φk −→ e−2λ∞∂x1
~Φ∞∧∂x2~Φ∞ = ~n~Φ∞

a. e.

70See Chapter 6 of [AdFo].
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The assumption i) implies that, modulo extraction of a sub-
sequence, ~n~Φk

converges weakly in W 1,2(D2,∧m−2Rm) to a limit

~n∞ ∈ W 1,2(D2,∧m−2Rm). Using again Rellich Kondrachov com-
pactness result we know that this convergence is strong in Lp(D2)

for any p < +∞. The almost everywhere convergence of ~n~Φk
to-

wards ~n~Φ∞
implies that

~n∞ = ~n~Φ∞

hence the limit is unique and the whole sequence ~n~Φk
converges

weakly in W 1,2(D2,∧m−2Rm) to ~n~Φ∞
. From the lower semicon-

tinuity of the W 1,2 norm, we deduce in particular that
∫

D2

|∇~n~Φ∞
|2 ≤ 8π/3 . (X.183)

Hence ~Φ∞ is a conformal Lipschitz immersion with L2−bounded

second fundamental form. It is natural to ask whether the equa-
tion iv) passes to the limit or in other words we are asking the

following question :

Does the weak limit ~Φ∞ define a weak Willmore immersion in
the sense of definition X.4 ?

Since ∇~Φk converges strongly in Lploc(D
2) to ∇~Φ∞ for any

p < +∞ and since infp∈B2
ρ(0)

|∇~Φk|(p) is bounded away from

zero uniformly in k, we have that

2 e−2λk = |∇~Φk|−2 −→ |∇~Φ∞|−2 = 2 e−2λ∞

stronlgy in Lploc(D
2) ∀ p < +∞

Since ∆~Φk ⇀ ∆~Φ∞ weakly in L2
loc(D

2) we deduce that

~Hk =
e−2λk

2
∆~Φk −→

e−2λ∞

2
∆~Φ∞ in D′(D2)

Since | ~Hk|2 e2λk ≤ 2−1 |∇~nk|2, because of the assumption i) ~Hk

is uniformly bounded w.r.t. k in L2(B2
ρ(0)) for any ρ < 1. We
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can then deduce from the previous facts that

~Hk ⇀ ~H~Φ∞
weakly in L2

loc(D
2) . (X.184)

At this preliminary stage of our analysis of the passage to the

limit inside the Willmore equation in conservative form (X.86)
it is not possible to identify the limits of the bilinearities such

as
∇⊥~nk ∧ ~Hk −→ ?

Indeed both ∇⊥~nk and ~Hk converge weakly in L2
loc but, because

of these weak convergences, one cannot a-priori identify the limit

of the product ∇⊥~nk ∧ ~Hk as being the product of the limit
∇⊥~n~Φ∞

∧ ~H~Φ∞
.

Before any more advanced study of the passage to the limit
the best one can deduce at this stage is the existence of a locally
Radon measure vector fields taking values in Rm : µ = µ1 ∂x1 +

µ2 ∂x2 on D
2 such that71

div
[

∇ ~H∞ − 3π~n∞(∇ ~H∞) + ⋆(∇⊥~n∞ ∧ ~H∞)
]

= div µ (X.185)

where ~H∞ and ~n∞ stand for ~H~Φ∞
and ~n~Φ∞

. In order to under-
stand the possible limits of Willmore discs with small L2−norm

of the second fundamental form, it remains to identify the nature
of µ. This is the purpose of the following 2 subsections.

X.7.2 Conservation laws for Willmore surfaces.

As we saw in the first part of the course critical non-linear el-
liptic systems and equations do not always pass to the limit.

For the systems issued from conformally invariant Lagrangians
we discovered conservation laws which were the key objects for

passing in the limit in these systems. We shall here also, for
Willmore surfaces, find divergence free quantities that will help
us to describe the passage to the limit in Willmore equation.

71Each µ1 and µ2 are Rm-valued Radon measures on D2.
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Theorem X.14. Let ~Φ be a Lipschitz conformal immersion of
the disc D2 with L2−bounded second fundamental form. Assume
~Φ is a weak Willmore immersion then there exists ~L ∈ L2,∞

loc (D
2)

such that

∇⊥~L = ∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H) , (X.186)

where ~n and ~H denote respectively the Gauss map and the mean

curvature vector associed to the immersion ~Φ.
Moreover the following conservation laws are satisfied

div < ~L,∇⊥~Φ >= 0 , (X.187)

and

div
[

~L ∧∇⊥~Φ + 2 (⋆(~n ~H)) ∇⊥~Φ
]

= 0 . (X.188)

where ⋆ is the ususal Hodge operator on multivectors for the
canonical scalar product in Rm and is the operations between

p− and q− vectors (p ≥ q) satisfying for any α ∈ ∧pRm, β ∈
∧qRm and γ ∈ ∧p−qRm

< α β, γ >=< α, β ∧ γ > .

✷

Proof of theorem X.14. Let

~F := div

(

1

2π
log r ⋆ χ

[

∇⊥ ~H − 3π~n(∇⊥ ~H)− ⋆(∇~n ∧ ~H)
]

)

where χ is the characteristic function of the disc D2. Under the

assumptions of the theorem we have seen that
[

∇⊥ ~H − 3π~n(∇⊥ ~H)− ⋆(∇~n ∧ ~H)
]

∈ L1
loc ∩H−1

loc (D
2)

Hence a classical result on Riesz potentials applies (see [Ad]) in
order to deduce that

~F ∈ L2,∞
loc (D

2) .
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Since ~F has been chosen in order to have

∆ ~F = div
[

∇⊥ ~H − 3π~n(∇⊥ ~H)− ⋆(∇~n ∧ ~H)
]

, (X.189)

We introduce the distribution

~X := ∇⊥F +∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H) .

Combining (X.78) and the fact that ~Φ is Willmore, which is
equivalent to (X.86), we obtain that ~X satisfies







div ~X = 0

curl ~X = 0

Hence the components of ~X = (X1, · · · , Xm) realize harmonic
vectorfields and there exists then an Rm−valued harmonic map
~G = (G1, · · · , Gm) such that

~X = ∇⊥ ~G .

Being harmonic, the map ~G is analytic in the interior of D2,
therefore72 ~L := ~G− ~F is in L2,∞

loc (D
2) and satisfies (X.186).

We now establish the first conservation law (X.187). We have

< ∇~Φ,∇⊥~L >=< ∇~Φ,∇ ~H > + < ∇~Φ, ⋆(∇⊥~n ∧ ~H) > .

Multiplying (??) by Hα, summing over α = 1 · · ·m − 2 and
projecting over ~Φ∗TD2 using the tangential projection πT gives

πT (∇ ~H − ⋆(∇⊥~n ∧ ~H)) = −2 | ~H|2 ∇~Φ . (X.190)

Hence we have

< ∇~Φ, ⋆(∇⊥~n ∧ ~H) >=< ∇~Φ,∇ ~H > +2 | ~H|2 |∇~Φ|2 .

72In fact (X.186) is telling us that ∇~L belongs to H−1 + L1(D2) and using a more

sophisticated result (see [BoBr] theorem 4) one can infer that in fact ~L ∈ L2(D2).

186



Thus

< ∇~Φ,∇⊥~L >= 2 < ∇~Φ,∇ ~H > +2 | ~H |2 |∇~Φ|2 . (X.191)

We have in one hand, since < ~H,∇~Φ >= 0,

2 < ∇~Φ,∇ ~H >= −2 < ∆~Φ, ~H >= −4 e2λ | ~H |2 ,

and in the other hand

2 | ~H |2 |∇~Φ|2 = 4 | ~H|2 e2λ .

Inserting these two last identities in (X.191) gives (X.187).

Finally we establish the conservation law (X.188). Since∇~Φ∧
∇~Φ = 0, multiplying (??) by Hα, summing over α = 1 · · ·m− 2
and wedging with ∇~Φ gives

∇~Φ ∧ ⋆(∇⊥~n ∧ ~H) = ∇~Φ ∧
m−2
∑

α=1

Hα∇~nα

−∇~Φ ∧
m−2
∑

α,β=1

~nβ < ∇~nα, ~nβ > Hα

(X.192)

We observe that

m−2
∑

α,β=1

~nβ < ∇~nα, ~nβ > Hα = π~n(∇ ~H)−
m−2
∑

α=1

∇Hα ~nα .

Inserting this identity in (X.192) gives

∇~Φ ∧ ⋆(∇⊥~n ∧ ~H) = ∇~Φ ∧∇ ~H −∇~Φ ∧ π~n(∇ ~H)

= ∇~Φ ∧ πT (∇ ~H) .
(X.193)
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We have

∇~Φ ∧ πT (∇ ~H) = eλ
[

< ~e2, ∂x1
~H > − < ~e1, ∂x2

~H >
]

~e1 ∧ ~e2

= eλ
[

< π~n(∂x2~e1 − ∂x1~e2),
~H >

]

~e1 ∧ ~e2

= e2λ
[

<~I(~e1, ~e2)−~I(~e2, ~e1), ~H >
]

~e1 ∧ ~e2

= 0
(X.194)

Therefore combining this identity with (X.193) gives

∇~Φ ∧ ⋆(∇⊥~n ∧ ~H) = 0 (X.195)

We deduce from this equality that

∇~Φ ∧∇⊥~L = ∇~Φ ∧ ∇ ~H − 3∇~Φ ∧ π~n(∇ ~H)

Combining this fact with (X.194) gives

∇~Φ ∧∇⊥~L = −2∇~Φ ∧∇ ~H (X.196)

It remains now to express∇~Φ∧∇ ~H in terms of a linear combina-

tion of jacobians in order to be able to ”factorize” the divergence
operator in (X.196).

The definition of the contraction operation gives

~n ~H =

m−2
∑

α=1

(−1)α−1Hα ∧β 6=α ~nβ .

Hence we have

⋆(~n ~H) = ~e1 ∧ ~e2 ∧ ~H . (X.197)

We shall now compute ∇(⋆(~n ~H)) ∇⊥~Φ.
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To that purpose we first compute

∇(~e1 ∧ ~e2 ∧ ~H) = π~n(∇~e1) ∧ ~e2 ∧ ~H + ~e1 ∧ π~n(∇~e2) ∧ ~H

+~e1 ∧ ~e2 ∧∇ ~H .
(X.198)

Using elementary rule73 on the contraction operation we com-

pute the following : first we have

(π~n(∇~e1) ∧ ~e2 ∧ ~H) ∇⊥~Φ = eλ π~n(∂x1~e1) ∧ ~H , (X.199)

then we have

(~e1 ∧ π~n(∇~e2) ∧ ~H) ∇⊥~Φ = eλ π~n(∂x2~e2) ∧ ~H , (X.200)

and finally we have

(~e1 ∧ ~e2 ∧∇ ~H) ∇⊥~Φ = eλ [~e1 ∧ ∂x1 ~H + ~e2 ∧ ∂x2 ~H]

+ < ∇ ~H,∇⊥~Φ > ~e1 ∧ ~e2
(X.201)

Observe that, since < ~H,∇⊥~Φ >= 0,

< ∇ ~H,∇⊥~Φ >= div < ~H,∇⊥~Φ >= 0 .

Hence (X.201) becomes

(~e1 ∧ ~e2 ∧∇ ~H) ∇⊥~Φ = eλ [~e1 ∧ ∂x1 ~H + ~e2 ∧ ∂x2 ~H]

= ∇~Φ ∧∇ ~H
(X.202)

The combination of (X.197) with (X.198), (X.199), (X.200) and

(X.202) gives

∇(⋆(~n ~H)) ∇⊥~Φ = eλ [π~n(∂x1~e1) + π~n(∂x2~e2)] ∧ ~H

+∇~Φ ∧∇ ~H .

73The definition of implies that for any choice of 4 vectors ~a, ~b, ~c and ~d one has

(~a ∧~b ∧ ~c) ~d =< ~a, ~d > ~b ∧ ~c − <~b, ~d > ~a ∧ ~c + < ~c, ~d > ~a ∧~b .
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Observe that π~n(∂x1~e1) + π~n(∂x2~e2) = 2 eλ ~H hence finally we
obtain

∇(⋆(~n ~H)) ∇⊥~Φ = ∇~Φ ∧∇ ~H . (X.203)

Combining (X.196) and (X.203) gives

∇~Φ ∧∇⊥~L = −2∇(⋆(~n ~H)) ∇⊥~Φ (X.204)

This is exactly the conservation law (X.188) and theorem X.14

is proved. ✷

Having now found 2 new conserved quantities, as we did for
the first one∇ ~H−3π~n(∇ ~H)+⋆(∇⊥~n∧ ~H), we can apply Poincaré

lemma in order to obtain ”primitives” of these quantities. These
”primitive” quantities will satisfy a very particular elliptic sys-

tem. Precisely we have the following theorem.

Theorem X.15. Let ~Φ be a conformal lipschtiz immersion of

the disc D2 with L2−bounded second fundamental form. Assume
there exists ~L ∈ L2,∞(D2,Rm) satisfying











div < ~L,∇⊥~Φ >= 0

div
[

~L ∧ ∇⊥~Φ + 2 (⋆(~n ~H)) ∇⊥~Φ
]

= 0 .
(X.205)

where ~H and ~n denote respectively the mean-curvature vector

and the Gauss map of the immersion ~Φ. There exists74 S ∈
W

1,(2,∞)
loc (D2,R) and ~R ∈ W

1,(2,∞)
loc (D2,∧2Rm) such that







∇S =< ~L,∇~Φ >

∇~R = ~L ∧∇~Φ + 2 (⋆(~n ~H)) ∇~Φ .
(X.206)

74We denote by W 1,(2,∞) the space of distribution in L2 with gradient in L2,∞.
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and the following equation holds






∇S = − < ⋆~n,∇⊥ ~R >

∇~R = (−1)m ⋆ (~n • ∇⊥ ~R) + (−1)m−1∇⊥S ⋆ ~n ,
(X.207)

where • is the following contraction operation which to a pair of

respectively p− and q−vectors of Rm assigns a p+ q− 2−vector
of Rm such that

∀~a ∈ ∧pRm ∀~b ∈ ∧1Rm ~a •~b := ~a ~b

and
∀~a ∈ ∧pRm ∀~b ∈ ∧rRm ∀~c ∈ ∧sRm

~a • (~b ∧ ~c) := (~a •~b) ∧ ~c+ (−1)r s(~a • ~c) ∧~b
✷

Remark X.3. In the particular case m = 3 both ~n and ~R can be
identified with vectors by the mean of the Hodge operator ⋆. Once
this identification is made the systems (X.206) and (X.207) be-

come respectively






∇S =< ~L,∇~Φ >

∇~R = ~L×∇~Φ + 2 H ∇~Φ .
(X.208)

and






∇S = − < ~n,∇⊥ ~R >

∇~R = ~n×∇⊥ ~R +∇⊥S ~n ,
(X.209)

Proof of theorem X.15. The existence of S and ~R satis-

fying (X.206) is obtained exactly like for ~L in the beginning of
the proof of theorem X.14 taking successively the convolution of

the divergence free quantities with −(2π)−1 log r, then taking
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the curl operator and finally subtracting some harmonic R (for
S) or ∧2R (for ~R) valued map.

It remains to prove (X.207). Let ~N be a normal vector, ex-
actly like for the particular case of ~H in (X.197)

(−1)m−1 ⋆ (~n ~N) = ~e1 ∧ ~e2 ∧ ~N . (X.210)

We deduce from this identity

(−1)m−1 (⋆(~n ~N)) ∇~Φ = (~e1 ∧ ~e2 ∧ ~N) ∇~Φ = −∇⊥~Φ ∧ ~N .
(X.211)

Applying this identity to ~N := ~H implies

∇~R = ~L ∧ ∇~Φ− 2 (−1)m−1∇⊥~Φ ∧ ~H (X.212)

We take now the • contraction between ~n and∇~R and we obtain

~n • ∇~R = (~n ~L) ∧ ∇~Φ+ 2 (−1)m−1 (~n ~H) ∧∇⊥~Φ

= (~n π~n(~L)) ∧∇~Φ + 2 (−1)m−1 (~n ~H) ∧∇⊥~Φ .
(X.213)

For a normal vector ~N again a short computation gives

⋆[(~n ~N) ∧∇~Φ] = (−1)m ∇⊥~Φ ∧ ~N , (X.214)

from which we also deduce

⋆[(~n ~N) ∧∇⊥~Φ] = (−1)m−1 ∇~Φ ∧ ~N . (X.215)

Combining (X.213), (X.214) and (X.215) gives then

⋆(~n • ∇~R) = −∇⊥~Φ ∧ π~n(~L) + 2∇~Φ ∧ ~H . (X.216)

from which we deduce

⋆(~n • ∇⊥ ~R) = −π~n(~L) ∧∇~Φ + 2∇⊥~Φ ∧ ~H . (X.217)

Combining (X.211) and (X.217) gives

(−1)m ⋆ (~n • ∇⊥ ~R) = ∇~R+ (−1)m πT (~L) ∧∇~Φ . (X.218)
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One verifies easily that

πT (~L) ∧∇~Φ = ∇⊥S ~e1 ∧ ~e2

= ∇⊥S ⋆ ~n
(X.219)

The combination of (X.218) and (X.219) gives the second equa-
tion of(X.207). The first equation is obtained by taking the

scalar product between the first equation and ⋆~n once one has
observed that

< ⋆~n, ⋆(~n • ∇⊥ ~R) >= 0

This later fact comes from (X.216) which implies that ⋆(~n•∇⊥ ~R)
is a linear combination of wedges of tangent and normal vectors

to ~Φ∗TD2. Hence theorem X.15 is proved. ✷

An important corollary of the previous theorem is the follow-

ing.

Corollary X.5. Let ~Φ be a conformal lipschitz immersion of
the disc D2 with L2−bounded second fundamental form. Assume

there exists ~L in L2,∞(D2,Rm) satisfying










div < ~L,∇⊥~Φ >= 0

div
[

~L ∧ ∇⊥~Φ + 2 (⋆(~n ~H)) ∇⊥~Φ
]

= 0 .
(X.220)

where ~H and ~n denote respectively the mean-curvature vector

and the Gauss map of the immersion ~Φ. Let S ∈ W
1,(2,∞)
loc (D2,R)

and ~R ∈ W
1,(2,∞)
loc (D2,∧2Rm) such that







∇S =< ~L,∇~Φ >

∇~R = ~L ∧∇~Φ + 2 (⋆(~n ~H)) ∇~Φ .
(X.221)
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Then (~Φ, S, ~R) satisfy the following system75























∆S = − < ⋆∇~n,∇⊥ ~R >

∆~R = (−1)m ⋆ (∇~n • ∇⊥ ~R) +∇⊥S ⋆∇~n

∆~Φ = 2−1∇⊥S · ∇~Φ− 2−1∇~R ∇⊥~Φ

(X.223)

Remark X.4. The spectacular fact in (X.223) is that we have

deduced, from the Willmore equation, a system with quadratic
non-linearities which are made of linear combinations of jaco-

bians. We shall exploit intensively this fact below in order to
get the regularity of weak Willmore immersions and pass to the

limit in the system.

Proof of corollary X.5. The two first identities of (X.223) are

obtained by taking the divergence of (X.207).

Using the definition of the operation • and the second line of
(X.221), we have

∇⊥~Φ • ∇~R =< ∇⊥~Φ, ~L > ·∇~Φ− < ∇⊥~Φ,∇~Φ > ~L

+2∇⊥~Φ •
[

(⋆(~n ~H)) ∇~Φ
]

(X.224)

It is clear that
< ∇⊥~Φ,∇~Φ >= 0 (X.225)

75In codimension 1 the systems reads


























∆S = − < ∇~n,∇⊥ ~R >

∆~R = ∇~n×∇⊥ ~R+∇⊥S∇~n

∆~Φ = ∇⊥S∇~Φ+∇⊥ ~R ×∇~Φ

(X.222)

Observe that the use of two different operations, • in arbitrary codimension where ~R is
seen as a 2-vector and × in 3 dimension ~R is interpreted as a vector, generates formally
different signs. This might look first a bit confusing for the reader but we believed that
the codimension 1 case which more used in applications, deserved to be singled out.

194



From (X.197) we compute

⋆(~n ~H) ∇~Φ = (~e1 ∧ ~e2 ∧ ~H) ∇~Φ = −∇⊥~Φ ∧ ~H . (X.226)

Combining this identity with the definition of • we obtain

∇⊥~Φ •
[

(⋆(~n ~H)) ∇~Φ
]

= −2 e2λ ~H = −∆~Φ (X.227)

Since < ∇⊥~Φ, ~L >= ∇⊥S, combining (X.224), (X.225) and

(X.227) gives

∇~R ∇⊥~Φ = ∇⊥~Φ • ∇~R = ∇⊥S · ∇~Φ− 2∆~Φ (X.228)

which gives the last line of (X.223) and corollary X.5 is proved.
✷

We shall now study a first consequence of the conservation

laws (X.220) : the regularity of weak Willmore surfaces

X.7.3 The regularity of weak Willmore immersions.

In the present subsection we prove that weak Willmore immer-

sions are C∞ in conformal parametrization. This will be the
consequence of the following theorem.

Theorem X.16. Let ~Φ be a conformal lipschitz immersion of

the disc D2 with L2−bounded second fundamental form. Assume
there exists ~L in L2,∞(D2,Rm) satisfying











div < ~L,∇⊥~Φ >= 0

div
[

~L ∧ ∇⊥~Φ + 2 (⋆(~n ~H)) ∇⊥~Φ
]

= 0 .
(X.229)

Then ~Φ is C∞. ✷.

The combination of theorem X.14 and theorem X.16 gives
immediately the following result
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Corollary X.6. Let ~Φ be a lipschitz immersion of a smooth
surface Σ2 with L2−bounded second fundamental form. Assume

moreover that ~Φ is weak Willmore in the sense of definition X.4.
Then ~Φ is C∞ in conformal parametrization. ✷

In order to prove theorem X.16 we will need the following

consequence of Coifman Lions Meyer and Semmes result, theo-
rem VII.3, which is due to F.Bethuel (see [Bet1]).

Theorem X.17. [Bet1] Let a be a function such that ∇a ∈
L2,∞(D2) and let b be a function in W 1,2(D2). Let φ be the

unique solution in ∩p<2W 1,p
0 (D2) of the equation76







−∆φ = ∂xa ∂yb− ∂ya ∂xb in D2

φ = 0 on ∂D2 .
(X.230)

Then φ lies in W 1,2(D2) and

‖∇φ‖L2(D2) ≤ C ‖∇a‖L2,∞(D2) ‖∇b‖L2(D2) , (X.231)

where C > 0 is a constant independent of a and b. ✷

Proof of theorem X.17. We assume first that b is smooth

and, once the estimate (X.231) will be proved we can conclude
by a density argument. For a smooth b, classical elliptic theory

tells us that ∇φ is in Lq(D2) for any q < +∞ and one has in
particular

‖∇φ‖L2(D2) = sup
‖X‖L2≤1

∫

D2

X · ∇φ .

76The Jacobian ∂xa ∂yb− ∂ya ∂xb has to be understood in the weak sense

∂xa ∂yb− ∂ya ∂xb := div
[

a∇⊥b
]

.

Since ∇a ∈ L2,∞(D2) we have that a ∈ Lq(D2) for all q < +∞ and hence a∇⊥b ∈ Lp(D2)
for all p < 2.
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For any such a vector field X satisfying ‖X‖L2 ≤ 1 there exists
a unique Hodge decomposition77

X := ∇c+∇⊥d ,

where c ∈ W 1,2
0 . Moreover, one easily verifies that

1 = ‖X‖2L2(D2) = ‖∇c‖2L2(D2) + ‖∇d‖2L2(D2) . (X.232)

Indeed one has
∫

D2

∇⊥d · ∇c =
∫

∂D2

∂d

∂τ
c−

∫

D2

div
[

∇⊥d
]

c = 0

Similarly, replacing c by φ the same argument gives
∫

D2

X · ∇φ =

∫

D2

∇c · ∇φ . (X.233)

Using again the fact that c = 0 on ∂D2, we have
∫

D2

∇c · ∇φ = −
∫

D2

c∆φ = −
∫

D2

c div[a ∇⊥b]

=

∫

D2

a ∇⊥b · ∇c .

(X.234)

Let ψ be the solution of










−∆ψ = ∂xb ∂yc− ∂yb ∂xc in D2

∂ψ

∂ν
= 0 on ∂D2 .

(X.235)

Using the Neuman version of theorem VII.3 together with the
embedding of W 1,1(D2) into L2,1(D2) we obtain the existence of

a constant C independent of b and c such that

‖∇ψ‖L2,1(D2) ≤ C ‖∇b‖L2(D2) ‖∇c‖L2(D2) ≤ C ‖∇b‖L2(D2) .

(X.236)
77c is the minimizer of the following convex problem

min
c∈W 1,2

0
(D2)

∫

D2

|X −∇c|2 .

197



The identity (X.234) becomes
∫

D2

∇c · ∇φ =

∫

D2

a ∆ψ = −
∫

D2

∇a · ∇ψ . (X.237)

Combining (X.233) with (X.236) and (X.237) gives

‖∇φ‖L2(D2) = sup
‖X‖L2≤1

∫

D2

X · ∇φ ≤ C ‖∇a‖L2,∞ ‖∇b‖L2 ,

(X.238)
which is the identity (X.231) and the proof of theorem X.17 is

complete. ✷

It remains to prove theorem X.16 and the present subsection

will be complete.

Proof of theorem X.16. Combining corollary X.5 and theo-

rem X.16 gives in a straightforward way that ∇S and ∇~R given
respectively by the first and the second line of (X.208) and sat-

isfying the elliptic system (X.223) are in L2
loc(D

2).
Argueing exactly like in the proof of the regularity of solutions

to CMC surfaces we obtain the existence of α > 0 such that

sup
x0∈B2

1/2(0) ; r<1/4

r−α
∫

B2
r (x0)

|∆S|+ |∆~R| < +∞

from which we deduce the existence of p > 2 such that ∇S and
∇~R are in Lploc(D

2). Bootstrapping this information again in

the two first lines of (X.223), using lemma VIII.1, gives that
∇S and ∇~R are in Lploc(D

2) for any p < +∞. Bootstarp-

ping the latest in the third equation of (X.223) gives that ~Φ ∈
W 2,p

loc (D
2,Rm) for any p < +∞, from which we can deduce that

~n ∈ W 1,p
loc (D

2, Grm−2(Rm)) for any p < +∞, information that

we inject back in the two first lines of the system (X.223)...etc
and one obtains after iterating again and again that ~Φ is in

W k,p
loc (D

2,Rm) for any k ∈ N and 1 ≤ p ≤ +∞. This gives that
~Φ is in C∞

loc(D
2) and theorem X.16 is proved. ✷

198



X.7.4 The conformal Willmore surface equation.

As we have seen conformal immersions which are solutions to
the conservation laws (X.229) for some ~L in L2,∞(D2) satisfy an
elliptic system, the system (X.223) which formally resembles to

the CMC equation from which we deduced the smoothness of
the immersion. Then comes naturally the question

Are solutions to the conservation laws (X.229) Willmore ?
The answer to that question is ”almost”. We shall see be-

low that solutions to (X.229) for some ~L in L2,∞(D2) satisfy the
Willmore equation up to the addition of an holomorphic func-
tion times the Weingarten operator. Assuming that for some

immersion ~Φ of a given abstract surface Σ2 (X.229) holds in any
conformal chart, then the union of these holomorphic functions

can be ”glued together” in order to produce an holomorphic
quadratic differential of the riemann surface Σ2 equipped with

the conformal class given by ~Φ∗gRm. As we will explain below,the
intrinsic equation obtained corresponds to the equation satisfied

by critical points to the Willmore functional but with the con-
straint that the immersion realizes a fixed conformal class. As
we will see this holomorphic quadratic differential plays the role

of a Lagrange multiplier.

First we prove the following result.

Theorem X.18. Let ~Φ be a conformal lipschitz immersion of
the disc D2 with L2−bounded second fundamental form. There
exists ~L in L2,∞(D2,Rm) satisfying











div < ~L,∇⊥~Φ >= 0

div
[

~L ∧ ∇⊥~Φ + 2 (⋆(~n ~H)) ∇⊥~Φ
]

= 0 .
(X.239)

if and only if there exists an holomorphic function f(z) such
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that78

div
[

∇ ~H − 3π~n(∇ ~H) + ⋆(∇⊥~n ∧ ~H)
]

= ℑ
[

f(z) ~H0

]

,

(X.240)

where ~H0 is the expression in this chart of the conjugate to the
Weingarten operator for the immersion ~Φ :

~H0 :=
1

2

[

~I(e1, e1)−~I(e2, e2) + 2 i~I(e1, e2)
]

, (X.241)

where (e1, e2) is an arbitrary orthonormal frame of (D2, ~Φ∗gRm).
✷

Proof of theorem X.18. First we assume that ~Φ satisfies
the conservation laws (X.239). Let

~ei := e−λ ∂xi~Φ .

where eλ = |∂x1~Φ| = |∂x2~Φ|. And again we use the complex
notations :z = x1+ix2, ∂z = 2−1(∂x1−i∂x2), ∂z = 2−1(∂x1+i∂x2),

and






~ez := e−λ∂z~Φ = 2−1(~e1 − i~e2)

~ez := e−λ∂z~Φ = 2−1(~e1 + i~e2)

Recall that from (X.196) the conservation laws (X.239) are equiv-
alent to











〈

∇~Φ,∇⊥~L
〉

= 0

∇~Φ ∧
[

∇⊥~L+ 2∇ ~H
]

= 0

(X.242)

Using the complex notations it becomes










ℑ
〈

~ez , ∂z~L
〉

= 0

ℑ
(

~ez ∧
[

∂z~L+ 2 i ∂z ~H
])

= 0

(X.243)

78The operation ℑ assigns to a complex number its imaginary part
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Denote
∂z~L = A~ez +B~ez + ~V

where A and B are complex number and ~V := π~n(∂z~L) is a
complex valued normal vector to the immersed surface. The

first equation of (X.243), using (X.99), is equivalent to

ℑA = 0 (X.244)

Observe that if we write

∂z ~H = C ~ez +D ~ez + ~W

where ~W = π~n(∂z ~H), one has, using (X.114) and the fact that
~H is orthogonal to ~ez

C = 2
〈

~ez, ∂z ~H
〉

= −2
〈

∂z(e
λ ~ez), ~H

〉

e−λ = −eλ | ~H |2 .

(X.245)

Hence we deduce in particular

ℑC = 0 . (X.246)

We have moreover using (X.113)

D = 2
〈

~ez, ∂z ~H
〉

= −2
〈

∂z(e
−λ ~ez), ~H

〉

eλ = −eλ < ~H0, ~H > .

(X.247)

Thus combining (X.245) and (X.247) we obtain

∂z ~H = −| ~H|2 ∂z~Φ− < ~H0, ~H > ∂z~Φ + π~n(∂z ~H) (X.248)

The second line in the conservation law (X.243) is equivalent to










ℑ(i A− 2C) = 0

ℑ
(

~ez ∧
[

~V + 2i ~W
])

= 0
(X.249)

We observe that ~e1 ∧
[

~V + 2i ~W
]

and ~e2 ∧
[

~V + 2i ~W
]

are lin-

early independent since
[

~V + 2i ~W
]

is orthogonal to the tangent
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plane, moreover we combine (X.246) and (X.249) and we obtain
that (X.249) is equivalent to



























ℑ(i A) = 0

~e1 ∧ ℑ
(

~V + 2i ~W
)

= 0

~e2 ∧ ℑ
(

i
[

~V + 2i ~W
])

= 0

(X.250)

Combining (X.244) and (X.250) we obtain that the conservation
laws (X.239) are equivalent to







A = 0

~V = −2i ~W = −2i π~n(∂z ~H)
(X.251)

Or in other words, for a conformal immersion ~Φ of the disc into

Rm, there exists ~L from D2 into Rm such that (X.239) holds if
and only if there exists a complex valued function B and a map
~L from D2 into Rm such that

∂z~L = B~ez − 2i π~n(∂z ~H) . (X.252)

We shall now exploit the crucial fact that ~L is real valued by
taking ∂z of (X.252). Let

f := eλB + 2 i e2λ
〈

~H, ~H0

〉

. (X.253)

With this notation (X.252) becomes79

∂z~L = e−λ f ~ez − 2i
〈

~H, ~H0

〉

∂z~Φ− 2i π~n(∂z ~H) . (X.255)

79In real notations this reads also, after using the identity (X.101) in lemma X.3

∇⊥~L = e−2λ





a b

−b a











∂x2

~Φ

∂x1

~Φ






+∇ ~H − 3π~n(∇ ~H) + ⋆∇⊥~n ∧ ~H (X.254)

where f = a+ ib.
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We have using (X.113)

∂z∂z~L = ∂zf e
−λ ~ez + 2−1 f ~H0

−2i ∂z

[〈

~H, ~H0

〉

∂z~Φ + π~n(∂z ~H)
]

.

(X.256)

The fact that ~L is real valued implies that

0 = ℑ
(

∂zf e
−λ ~ez

)

+ 2−1ℑ
(

f ~H0

)

−2 ℜ
(

∂z

[〈

~H, ~H0

〉

∂z~Φ + π~n(∂z ~H)
])

Using identity (X.103), the previous equality is equivalent to

0 = ℑ
(

2 ∂zf e
−3λ ~ez

)

+ e−2λℑ
(

f ~H0

)

−∆⊥ ~H − Ã( ~H) + 2| ~H|2 ~H
(X.257)

Decomposing this identity into the normal and tangential parts

gives that (X.257) is equivalent to






∆⊥ ~H + Ã( ~H)− 2| ~H|2 ~H = e−2λℑ
(

f ~H0

)

ℑ (∂zf ~ez) = 0 .

(X.258)

The second line is equivalent to

∂zf ~ez − ∂zf ~ez = 0

Taking the scalar product respectively with ~ez and ~ez, using

(X.99), gives that (X.258) is equivalent to






∆⊥ ~H + Ã( ~H)− 2| ~H|2 ~H = e−2λℑ
(

f ~H0

)

∂zf = 0 .

(X.259)

We have then proved that (X.239) implies (X.240).
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Assuming now that (X.240) holds we can then go backwards
in the equivalences in order to obtain

ℑ
[

∂z

[

B~ez − 2i π~n(∂z ~H)
]]

= 0 (X.260)

where B is given by (X.253). Observe now that

ℑ[∂zα] = 0 ⇐⇒ ∂x2α1 + ∂x1α2 = 0

where α = α1 + iα2 and αi ∈ R. Hence

ℑ[∂zα] = 0 ⇐⇒ ∃ a ∈ R s.t. α = ∂za .

Thus (X.260) is equivalent to the existence of a map ~L from D2

into Rm such that

∂z~L = B~ez − 2i π~n(∂z ~H) .

This is exactly (X.252) for which we have proved that this is

equivalent to (X.239). This finishes the proof of theorem X.18.
✷

Observe that we have just established the following lemma

which gives some new useful formula.

Lemma X.7. Let ~Φ be a conformal immersion of the disc D2.
~Φ is conformal Willmore on D2 if and only there exists a

smooth map ~L from D2 into Rm and an holomorphic function
f(z) such that

∂z(~L−2i ~H) = 2i | ~H|2 ∂z~Φ+[e−2λ f(z)−4i < ~H, ~H0 >] ∂z~Φ .

(X.261)
In particular the following system holds






< ∂z~Φ, ∂z(~L− 2i ~H) >= i | ~H |2 e2λ

< ∂z~Φ, ∂z(~L− 2i ~H) >= 2−1 f(z)− 2i e2λ < ~H, ~H0 >
(X.262)

✷
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[Cho] Choné, Philippe ”A regularity result for critical points
of conformally invariant functionals.” Potential Anal. 4

(1995), no. 3, 269–296.

[CLMS] Coifman, R.; Lions, P.-L.; Meyer, Y.; Semmes, S.

”Compensated compactness and Hardy spaces”. J. Math.
Pures Appl. (9) 72 (1993), no. 3, 247–286.

[DR1] Da Lio Francesca and Rivière Tristan ” 3-commutator
estimates and the regularity of 1/2-harmonic maps into

spheres.” to appear in Analysis and PDE (2010).

[DR2] Da Lio Francesca and Rivière Tristan ”Sub-criticality of

non-local Schrödinger systems with antisymmetric poten-
tials and applications” preprint 2010.

206



[DHKW1] Dierkes, Ulrich; Hildebrandt, Stefan; Küster, Al-
brecht; Wohlrab, Ortwin ”Minimal surfaces. I. Boundary

value problems”. Grundlehren der Mathematischen Wis-
senschaften, 295. Springer-Verlag, Berlin, 1992.

[DHKW2] Dierkes, Ulrich; Hildebrandt, Stefan; Küster, Al-
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